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Preface

VMware vSphere is a key virtualization technology which acts as the base platform for

cloud computing. ESXi 5.1 has been released with a lot of new cool features to strengthen

the virtualization platform. Nowadays, all the enterprises and IT environments are switching
towards virtualization and cloud computing technologies. ESXi is the base component of cloud
computing and it is also called as Cloud OS. VMware ESXi has a smaller code base and a
reliable and secure hypervisor, which is part of the vSphere suite. Its smaller footprint allows it
to be embedded in mainstream physical servers for simpler and faster deployments. So many
users are excited to learn about the VMware virtualization technology.

VMware ESXi Cookbook focuses on helping you perform your virtual environment
administration using vSphere Web Client. It offers a comprehensive understanding of new
features released with vSphere 5.1 and how it enhances your VMware virtual environment.

VMware ESXi Cookbook covers a wide variety of day-to-day tasks that need to be performed by
the VMware administrators and also teaches advance level tasks with a lot of tips and tricks
to ease the job of an admin. This book will enable the reader to configure and administer
various features of vSphere including High Availability (HA), Distributed Resource Scheduler
(DRS), Fault Tolerance (FT), vMotion, svMotion, virtual machine provisioning, Update Manager,
and distributed virtual switches. It also focuses on how vSphere environment can be secured
and enabled by the reader and explains how to monitor the virtual environment using default
alarms available with the vCenter Server.

What this book covers

Chapter 1, Installing and Configuring ESXi, begins by introducing ESXi, different vSphere
licensing options available, and then explains how to select the right hardware for deployment.
This chapter also covers different deployment methods of the ESXi host and then moves on to
some of the configuration to be done after the host deployment.

Chapter 2, Installing and Using vCenter, chalks out the importance of the vCenter Server
in the vSphere Infrastructure and demonstrates how to plan, install, and configure the
vCenter Server.
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Chapter 3, Networking, helps you to the understand the vSphere networking concepts—both
vSphere standard and the distributed switch—then moves on to discuss some of the more
advanced networking configurations available in the distributed switch, and then ends with
the security policies available in vSphere.

Chapter 4, Storage, talks about implementing and configuring various storage options and
optimizing storage using storage 1/0 control and storage profiles.

Chapter 5, Resource Management and High Availability, helps you understand how to create
and configure various clusters including High Availability (HA), Distributed Resource Scheduler
(DRS), Dynamic Power Management (DPM), and Storage DRS.

Chapter 6, Managing Virtual Machines, teaches you to provision and manage virtual
machines, configure Fault Tolerance for VMs, and understand the methods to use snapshot,
template, and clone.

Chapter 7, Securing the ESXi Server and Virtual Machines, dwells on the subject of securing
ESXi hosts using firewall, configuring AD authentication, and strengthening the security for
virtual machines.

Chapter 8, Performance Monitoring and Alerts, helps you understand how to view performance
graphs and export the graph for future reference. It also teaches you to configure vCenter alarms
and export logs for troubleshooting.

Chapter 9, vSphere Update Manager, educates you on the installation steps for Update Manager
and also explains how to upgrade the ESXi host and virtual machine using Update Manager.

What you need for this book

You will need to set up the following software for this book:

» VMware ESXi 5.1

» VMware vCenter Server 5.1

» VMware vCenter Server Appliance 5.1
» Compliance Checker for vSphere

» VMware Update Manager 5.1

» Update Manager Download Service

Who this book is for

The book is primarily written for technical professionals with system administration
skills and basic knowledge of virtualization who wish to learn installation, configuration,
and administration of vSphere 5.1. Essential virtualization and ESX or ESXi knowledge
is advantageous.

—21
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Conventions

In this book, you will find a number of styles of text that distinguish between different kinds of
information. Here are some examples of these styles, and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows: " Alternatively,
the NTP setting can be configured using the PowerCLI cmdlet, Add-VmHostNtpServer,
which will help us configure the NTP setting."

Any command-line input or output is written as follows:
Add-EsxSoftwareDepot C:\VMware-Esxi-5.1.0-799733-depot.zip

New terms and important words are shown in bold. Words that you see on the screen, in
menus or dialog boxes for example, appear in the text like this: "Click on Enter Key... and this
will pop up an Add license key window, where you need to enter the license key."

% Warnings or important notes appear in a box like this.

~\l
Q Tips and tricks appear like this.

Reader Feedback

Feedback from our readers is always welcome. Let us know what you think about this book—
what you liked or may have disliked. Reader feedback is important for us to develop titles that
you really get the most out of.

To send us general feedback, simply send an e-mail to feedbackepacktpub.com, and
mention the book title via the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide on www . packtpub.com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you to
get the most from your purchase.
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Errata

Although we have taken every care to ensure the accuracy of our content, mistakes

do happen. If you find a mistake in one of our books—maybe a mistake in the text or the
code—we would be grateful if you would report this to us. By doing so, you can save other
readers from frustration and help us improve subsequent versions of this book. If you find
any errata, please report them by visiting http: //www.packtpub.com/submit-errata,
selecting your book, clicking on the errata submission form link, and entering the details of
your errata. Once your errata are verified, your submission will be accepted and the errata will
be uploaded on our website, or added to any list of existing errata, under the Errata section
of that title. Any existing errata can be viewed by selecting your title from http://www.
packtpub.com/support.

Piracy

Piracy of copyright material on the Internet is an ongoing problem across all media. At Packt,
we take the protection of our copyright and licenses very seriously. If you come across any
illegal copies of our works, in any form, on the Internet, please provide us with the location
address or website name immediately so that we can pursue a remedy.

Please contact us at copyright@packtpub.com with a link to the suspected
pirated material.

We appreciate your help in protecting our authors, and our ability to bring you
valuable content.

Questions

You can contact us at questions@packtpub.com if you are having a problem with any
aspect of the book, and we will do our best to address it.




Installing and
Configuring ESXi

In this chapter, we will cover the following topics:

» Installing ESXi using Interactive Mode

» Deploying ESXi hosts using scripted installation
» Deploying ESXi hosts using Auto Deploy

» Installing vSphere Client

» Configuring NTP settings on ESXi hosts

» Configuring DNS and Routing

» Licensing an ESXi host

Introduction

VMware ESXi is a hypervisor that is built directly on top of an x86 hardware. It abstracts the
underlying hardware and allows multiple virtual machines to use the same hardware resources.
It includes an ultra-thin architecture, and the footprint in the memory is 32 MB, which makes

it more reliable and it only takes a few minutes to install. ESXi is offered in two different types:
ESXi Embedded and ESXi Installable, and there is no functional difference between them. Both
use the same code and provide us with the same functionality and features depending on the
license used. The two different types of ESXi are explained as follows:

» ESXi Embedded: This is available in the Original Equipment Manufacturer (OEM)
format, and it is installed on a USB or an SD card when the hardware is being
purchased. It saves the cost of purchasing additional hard drives and saves valuable
time for vSphere administrators, as there is no need to install hypervisors.
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» ESXi Installable: This is a traditional form of installing the hypervisor on a local disk
or SAN using an ISO image.

A VMware vSphere License is based on per physical CPU and the vCenter Server is
licensed separately. There are three editions of vCenter and five editions of VMware
vSphere license available.

vCenter is available in the following three editions:

» vCenter Server Essentials: This is bundled with the vSphere Essentials kit, and it
allows centralized management of three ESXi hosts.

» vCenter Foundation: This vCenter edition limits vSphere host management and is
limited to only three ESXi hosts. It also doesn't support the vCenter linked mode or
include vCenter Orchestrator.

» vCenter Standard: This is used in large-scale deployments for rapid provisioning,
management, automation, and monitoring, and supports up to 1000 ESXi hosts.

The vSphere licenses are categorized for SMB and large enterprise customers. If you are an
SMB customer, two kits are available, which are bundled with the hypervisor and the vCenter:

» The Essentials kit allows you to use up to three ESXi hosts, each with two physical
processors, but this license only includes the hypervisor and does not include any
other features

» The Essentials Plus kit allows you to use up to three ESXi hosts, each with two
physical processors, and this kit includes features such as vMotion, High Availability
(HA), data protection, vShield end point, and vSphere replication, along with the
vSphere hypervisor

If you are running more than three ESXi hosts in the environment and looking for more
vSphere features, then you might consider using one of the following licenses:

» Standard
» Enterprise
» Enterprise Plus

A full comparison of the features included in each edition can be found at
http://www.vmware.com/in/products/vsphere/compare.html.

Choosing hardware for vSphere deployments

You need to make sure that the right hardware is procured to perform the right job, and
selecting the hardware plays a major role in the vSphere deployment. VMware has put
together a list of supported servers and hardware after the vendors have done extensive
testing. VMware Compatibility Guide (http://www.vmware.com/resources/
compatibility/search.php) gives us the list of supported vendors and their hardware
for the vSphere deployment.

—e1
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As an example, the following screenshot is filtered to list the supported HP servers for ESXi:

HP ProLiant DL580 G7 Intel Xeon E7-4800 Series  ESX 4103 41U2 41U1
ESXilnstallable 4.1U3 4102 4101
ESXiEmbedded 41U3 4102 411
ESXi 5 51U 8.1 souz
HP ProLiant DL580 G7 Intel Xeon E7-8200 Series  ESX 4103 4102 411

ESXilnstallable 4.1U3 41U2 41U1

ESXi Embedded 4.1U3 4102 4101

ESXi 55 51U1 51 50U3
HP ProLiant BL280c G& Intel Xeon 55w Series ESX 41U3 4.1U2 41U 4.1
ESXilnstallable 41U3 41U2 41U1 41
ESKiEmbedded 4.1U3 4102 411 4.1
ESXi 51U1 5.1 50U3 50U2
HP ProLiant BL280c G6 Intel Xeon 56:x Series ESX 41U3 41U2 41U1 41

ESXilinstallable 4.1U3 4102 411 4.1

ESXi Embedded 4.1U3 41U2 41U1 41

ESXi 5.1U1 5.1 50U3 50Uz
HP ProLiant BL2x220c GB Intel Xeon 55 Series ESX 4103 4102 411 41
ESXilnstallable 4.1U3 4102 41U 41
ESXiEmbedded 4.1U2 4102 4101 4.1
ESXi 51U1 51 50U3 50Uz

VMware Compatibility Guide is not only for listing the supported servers but you can also drill
down to list out the supported storage arrays, I/0 devices, guest OS, and many other features.

Requirements for installing ESXi

Every traditional operating system needs to fulfill a certain hardware requirement for its
successful installation; similarly, we have a set of hardware requirements that are required for
ESXi installation:

» Asupported 64-bit processor with a minimum of two cores

» CPU with support for LAHF and SAHF instructions

» NX/XD bit enabled for the CPU in the BIOS

» 2 GB RAM is required for the successful installation of ESXi, but VMware
recommends at least 8 GB RAM in the production environment

» Hardware virtualization (Intel VT-x or AMD RVI) has to be enabled to run 64-bit
virtual machines

» A minimum of one Gigabit or 10 Gb network adapters
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Deploying VMware ESXi

Once you have selected the hardware and fulfilled the requirements for the ESXi installation,
you have to decide the deployment option for ESXi. Four deployment options are available and
they are as follows:

» Interactive ESXi installation

» Scripted ESXi installation

» Auto Deploy ESXi installation

» Customizing installation with ESXi Image Builder

The first three deployment methods will be covered in this chapter.

Installing ESXi using Interactive Mode

Performing ESXi installation using Interactive Mode is fairly straightforward and it's the easiest
method of performing the installation.

Getting ready

Make sure that the installer files are downloaded from http://www.vmware . com/
download, and if the installation is performed remotely, make sure you have access to the
hardware remote console (ILO, DRAC, RSA, and so on).

How to do it...

Now, let's look at the steps for installing ESXi:

1. Insertthe CD/DVD image into the CD ROM or mount it using a Virtual CD/DVD ROM.
2. Boot the server from the ISO.

3. Select ESXi-5.1.0-799733-standard Installer from the boot menu, as shown in the
following screenshot:
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E5xi-5.1.8-799733-standard Boot Menu

E3Xi-5.1.8-799733-standard Inztaller

Boot from local dizsk

fAutomatic boot in 5 seconds. ..

The build number (799733) will change whenever a new security patch or an
s update is released by VMware.

4. The ESXi installer image will load, and it will present the following screenshot. Press
Enter to continue.

Helcone to the YMuare ESXi 5.1.0 Installation

VMuare ESXi 5.1.8 installs on most systems but only
systens on YMuware s Compatibility Guide are supported.

Consult the YMware Compatibility Guide at:
http:/ uuu . vnuare . con/resources/compatibility

Select the operation to perforn.

5. Inthe next screen, accept the license agreement by pressing F11 to proceed.
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6. Next, the installer will look for the list of available devices to install the ESXi and will
display a list of both the local and the remote disks available for the host, as shown in
the following screenshot:

YMuare, WYMuare Virtuval S (mpx.vnhbal:CO:TO:LO)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

In case you are using FC SAN and installing the ESXi on a local disk,
% make sure that you disconnect the FC cables as a precaution, and if
s you are installing the ESXi as boot from SAN, make sure the correct

boot LUN is being selected.

7. Once you have confirmed the disk on to which the ESXi has to be installed, select the
disk and press Enter to continue.

8. Select the desired keyboard layout and press Enter to continue.
9. Now, enter the password as per your security standards and press Enter to continue.
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10. If there any errors or warnings, it will be listed in the next screen; if everything looks
good, you will be asked for a confirmation to install ESXi, as shown in the following
screenshot. Press F11 to allow the installation to complete.

(Esc) Cancel (F9) Back (F11) Install

11. When the installation is complete, as shown in the following screenshot, remove the

installation media and press Enter to reboot the server:

successfully

(Enter) Reboot
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12. After the reboot, the following screenshot will be available on the console and, if
DHCP is available in the environment, the host will obtain an IP from the DHCP server:

YMuare ESXi 5.1.0 (¥MKernel Release Build 799733)

YMuare, Inc. YMuare Virtual Platforn

2 x Intel(R) Core(TM)2 Quad CPU 08400 @ 2.66GH=z
4 GiB Menory

Dounload tools to manage this host from:
http://192.168.19.130/ (DHCP)
http://[fedD: :20c:29ff :feBb:cZ2bbl/ (STATIC)

There's more...

Once the installation of ESXi is complete, you will be able to perform the following tasks using
Direct Console User Interface (DCUI):

» Change the root password

» Configure the networking settings

» Enable the ESXi shell and remote SSH to troubleshoot from the console
» Restart management network and management agents

» Perform network restore

» Shutdown or restart/reboot ESXi hosts

» View system logs

» Remove custom extensions

» Reset the system configuration

» Configure the lockdown mode
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Deploying ESXi hosts using scripted

installation

Performing a scripted installation is an efficient way of deploying multiple ESXi hosts.

The installation script (ks . c£g) contains the installation and configuration parameters of ESXi.
Using a scripted installation, you can make sure you have a similar configuration for your entire
infrastructure. This makes it easy for deploying multiple ESXi hosts in a short amount of time.

Getting ready

Make sure that the hardware used is listed in VMware Compatibility Guide
(http://www.vmware.com/resources/compatibility/search.php) for ESX
installation, also make sure that the ESXi installer ISO is available, and that the installation
script is placed in any one of the following locations:

» CD/DVD device

» USB flash drive or USB storage device
» NFS

» FTP

» HTTP/HTTPS

How to do it...

A scripted installation can be performed using two different methods:

» When the ESXi installer is booting, press Shift + O to provide the location
of the script file:

Ks=https://10.0.1.65/esxi/ks.cfg ip=10.0.1.150
netmask=255.255.255.0 gateway=10.0.1.1

Syntax: ks=<location of installation script> <boot command line
optionss>

» The deployment of ESXi hosts can be fully automated using the PXE infrastructure
where the options are passed through the kernelopt line of the boot . cfg file.
The boot . cfg file is located in the installation media and the content would look
similar to the following. Edit the kernelopt section by changing the script location
for automating the deployment:
bootstate=0
title=Loading ESXi installer
kernel=/tboot.b00
kernelopt=runweasel
modules=/b.b00 --- /useropts.gz --- /k.b00 --- /

[}
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The location of the script file is entered when the installer is booted as shown in the

following screenshot:

ENTER ! t
Fumease] ks s/ 10,0, 1S e

fhs.efg ipe BB 1150 octeek=Ps:

Loading E5X1 installer

501 ety = 10,011

Boot options are specified to access the kickstart file; the following table summarizes the ks
parameters available during boot for accessing the installation script:

Nameserver = <IP Address>
netmask=subnet mask
vlanid=vlanid
ks=protocol://<serverpath>
kg=file://<path>

ks=cdrom: /<path\>

ks=usb

ks=usb:/path

Boot option Description

BOOTIF<MAC> This uses the specified network address location when
looking for a script

Gateway = <IP Address> This uses the network gateway as the default gateway

ip = <IP Address> This uses a static IP address

This looks for the specified domain name server
Subnet mask is specified for the network adapter

A specific vVLAN ID is used for the network adapter
This uses the given URL to locate the installation script
This uses the scripts that are specified in the path

This uses the script that is located in the specified
CDROM path

This looks for the ks . cfg file on the attached USB disk
and performs the installation

This uses the specified path on the USB disk for the
installation script

Sz
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There's more...

VMware has made available a standard installation script that can be used, or you can create
a customized script based on your environment with the required parameter. The standard
installation script is located on ESXi under the /etc/vmware/weasel path and the content
of the ks . cfg file would be as follows:

#

# Sample scripted installation file

#

# Accept the VMware End User License Agreement
vmaccepteula

# Set the root password for the DCUI and Tech Support Mode
rootpw mypassword

# The install media is in the CD-ROM drive

install --firstdisk --overwritevmfs

# Set the network to DHCP on the first network adapter
network --bootproto=dhcp --device=vmnicO

# A sample post-install script

$post --interpreter=python --ignorefailure=true

import time

stampFile = open('/finished.stamp', mode='w')
stampFile.write( time.asctime() )

In the previously mentioned script, the end user agreement will be accepted. The password
for the host will be mypassword, and this will obtain the IP address via DHCP on VMNICO. The
installation will happen on the first disk, and it will overwrite the existing VMFS partition. In
case you are interested in using a customized script, you have the following list of commands:

» 1install: This command specifies that it's a fresh installation of the ESXi host.
» upgrade: This command specifies that it's an upgrade of the ESXi host.

» --overwritevmfs: This command is used in case you want to overwrite the
existing datastore.

» --preservervmfs: This command will preserve any existing VMFS partition on
the disk.

» --firstdisk: This command is used to specify the disk on which the

installation/upgrade should happen; by default, the local disk will be chosen
followed by the remote disk and USB. If you want to change the order, you need
to specify the order as:- -firstdisk=USB, remote, local.

» keyboard: This is used to set the keyboard layout type.

» accepteula or vmaccepteula: These commands are required and used to accept
the VMware license agreement.

» rootpw: This command is required, and it's used to set the root password for ESXi.

» hostreboot: When specified, this command reboots the ESXi host after the
script execution.

]
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It is also possible to specify pre, post, and first boot sections with the help of Python or the
busybox interpreter command. If you want to enable SSH and create an additional vSwitch,
you have to mention that in the first boot section with the help of ESXCLI and vim-cmd. We
will now see an example of enabling SSH in the first boot section:

$firstboot --interpreter=busybox

#commands enable and start both Local and remote tech support mode
vim-cmd hostsvc/enable ssh

vim-cmd hostsvec/start_ssh

vim-cmd hostsvc/enable esx shell
vim-cmd hostsvc/start _esx shell

The preceding syntax enables and starts the Local and Tech Support Modes during the first
boot after the installation has been completed.

One caveat with the $firstboot script is that any errors in the script will not be known until
the installation is complete. If you just want to parse and check the kickstart file, you can use
the dryrun command.

The next deployment method is using Auto Deploy, which is a little complex compared to the
other two methods.

Deploying ESXi hosts using Auto Deploy

Auto Deploy is another method of deploying ESXi. With the help of Auto Deploy, you can
specify the image to be deployed on the host. Auto Deploy is used in two different modes,
Stateless caching and Stateful installs, which are explained next.

» Stateless caching: In this method, the ESXi host configuration is not stored in the
disk, but it's linked to an image profile. While rebooting the host, it uses the Auto
Deploy server to boot, and when the server is not reachable, the host will boot from
the local cache.

» Stateful installs: In this method, the host is provisioned with Auto Deploy, but the
host configuration and state are stored in the local disk. On every reboot, the host
boots from the disk just as if it were installed using the ESXi Installer.
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Auto Deploy components

The following figure depicts the Auto Deploy components:

Auto Deploy !
| PowerCLI :
: “Fiost Profiles T ; |
! and Hostli)lroﬁle i Rules Engine : Imgge Brg'll_?er Image | | |
| answer files - ( ______ [ o owe profiles -
i Auto Deploy :
! server '
o (webservern | '
Fetch of predefined image
Host profiles and VIBs
profile
engine
ESXI . <
—
[ HT(;I?fettch o;llmage'z)sx/\E/IEs . VIBs and
and host profiles (g 00 image profiles
and update)
public depot

Source: VMware

Each component is explained as follows:

>

Auto Deploy server: This has the information of the ESXi image and host profile,
which are associated with the hosts.

Auto Deploy rules engine: This specifies which image and host profiles have to be
used by the ESXi host. The rule definition is being done by Auto Deploy PowerCLI.

Image profile: This component specifies VIBs, which are available for download from
VMware.

Host profiles: This has been created with a reference host that will have the correct
set of configuration, such as network, storage, and so on. This profile can be applied
to another host to maintain a consistent configuration across the environment.

Host customization: This stores the information that will be given by admins when
the host profile is applied to the host.
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Getting ready

Make sure you have following components with you:

» Auto Deploy binaries

» PowerShell and PowerCLI binaries
» TFTP software

» DHCP server

» ESXi 5.1 offline bundle file

How to do it...

In this recipe, we will learn how to deploy ESXi host using Auto Deploy.

The steps for installing Auto Deploy Server have been covered in
i Chapter 2, Installing and Using vCenter.
Now, let's see the steps involved in deploying ESXi:
1. Install the Auto Deploy Server and it can be installed on the vCenter Server or on a
new server.

2. Install PowerShell and PowerCLI along with Auto Deploy and Image Builder cmdlets.

Install the TFTP server on vCenter and configure the TFTP root directory (for example,
D:\TFTP_Root)\).




4. Download the TFTP Boot Zip file from the Auto Deploy Server. It can be
downloaded from the vCenter Server using vSphere Web Client. Navigate to vCenter
Server | Manage | Auto Deploy | Download TFTP Boot Zip and extract the content

under the TFTP root directory:

.l vC2.homelabJdocal = Actions =

Cetting Stated  Summary  Monitor | Manage | Related Objects

i 4 | S'ettings I Alarm Definitions i Tags i Permissions I Sessions | Storage Providers

% b

Advanced Settings

Auto Deplor

" Auto Deploy
faencial BIOS DHCF File Name undionly kpxe vmw-hardwired
Li 2
" iPXE Boat URL hitps:/192.168.1.53:650 1my
Message of the Day ) =
Cache Size 2.00GiB

Cache Space In-Use 14 MiB

Download Log
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5. Login to the DHCP server and open the DHCP console, right-click on Scope Options,
click on Configure Options..., and configure the following parameters:

o Select the checkbox for 066 Boot Server Host Name and provide the TFTP

server IP address:

General |M'u.ranced I
Available Options | Description ;I
[ 085 MIS+ Servers Alist of IF a

(66 Boot Server Host Name
DE7 Boctfile Mame
[ 082 Mabile IP Home Agerts

<] |

TFTP boot

Bootfile Mam—

Mobile IF'E:ILI
*

' Data entny
String value:
|1 92 168.199.4

[}
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o Select 067 Bootfile Name and configure undionly.kpxe.vmw-hardwired:

General ! Advanced !

Available Options | Description_« |

[ 065 NIS+ Servers Alist of 1P a

(65 Boot Server Host Mame TFTP boot ¢

067 Bootfile Mame Bootfile Ma

[ 052 Mabile IP Home Agents Maobile IP ho -

. ; st
* Data entry

String value:

iundi-:unl*_.nhpo-:e.vmw-hardwired

6. Make sure the host is set to PXE boot.

7. Connect to the vCenter Server using PowerCLI and import the metadata from the
software depot or ZIP file using the following cmdlet:

Add-EsxSoftwareDepot C:\VMware-Esxi-5.1.0-799733-depot.zip

You can see the cmdlet in the following screenshot:

PowerCLI G:sWindows“system32> Add-EsxSoftwarelepot C:sUMware-ES¥i-5.1.8-799733-depot.zip

zip:CanUMware-ESXi-5.1.8-799733-depot.zip¥index.xml

The deployment rule is a must, and it is created to assign an image profile to the
servers, which are specified within the Pattern parameter. In the following example,
we have created a rule name called Adrule, and this rule is applicable for the hosts
that are within the specified IP range (10.1.1.200-10.1.1.225):

New-DeployRule -Name "Adrule"-Item "ESXi-5.1.0-799733-
standard" -Pattern "ipv4=10.1.1.200-10.1.1.225
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You can see the cmdlet in the following screenshot:

PowerCLI C:zMindows\system32? Mew-DeployRule —Name “fidrule" —Item VESRi-5.1.8-799733-standard” —Pattern “ipv4-10.1.1.260-18.1.1_225"
Downloading 21 1.9.1d.v58.1-5umy.518.0.0.799733
Download £i uploading to AuteDeploy. .-

ata-promise 2.12-3umu.518.0.0.799733
uploading to AutoDeploy. .-

ptsas 4.23.81.88—6umw.51
shed, uploading to AutoDeploy
shed.
Downloading net—forcedeth B.61—2umu.518.
shed, uploading to AutoDeploy...
d

erver 5.1.0-0.A.799733

finished, uploading to AutoDeploy...
d

nic-register 1.1-lumw.51
ed, uploading to AutoDeploy

Zty3 3.11@h.u50_4-4umu.518.
Download finished, uploading to AutoDeploy.-
Upload finished.

The rules that are created are not part of the rule sets until we add them manually,
and there are two types of rule sets available: active rule set and working rule set.
They are explained as follows:

o Active rule set: When a deployment starts, the Auto Deploy server checks
the active rule set for matching rules

o Working rule set: This allows the rules to be tested before making the
changes active

The deployment rule that was created previously has to be added to the active rule
sets, and this can be done with the help of the Add-DeployRule cmdlet. By default,
the rules will be added to both of the rules. If you wish to make the rule inactive, use
the NoActivate parameter.

The following syntax will add the rule to both active and working rule sets:

Add-DeployRule -DeployRule Adrule

FowerCLI C:sUWindowsssystem32» Add-DeployRule —-DeployRule Adrule

Hame Adrule
PatternList Lipvd4=18.1.1.2880—18.1.1.225%
ItemList LESHi-5.1.8-79973]—=standard?

8. Now, when you boot the physical host, it will start deploying the ESXi image.

s
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There's more...

Now, let's see some of the PowerCLI cmdlets, which can be used while creating software
depots and rules while using Auto Deploy:

» Add-EsxSoftwareDepot: This is used to import the metadata from the software
depot or ZIP file

» Get-EsxImageProfile: This is used to list down the images that are added to
the depots

» New-EsxImageProfile: This is used to create a new image profile by cloning the
existing one or by creating an image profile from scratch

» Export-EsxImageProfile: This is used to export the image profile as an ISO or
ZIP file once the packaging is done

» New-DeployRule: This is used to create a deployment rule, which matches the
physical host configuration such as the host hardware or the servers, that is within
a specific IP range

» Add-DeployRule: This is used to add rules to the working rule sets

» Get-DeployRuleSet: This lists the current working or active rule set

Installing vSphere Client

Now that we have seen the deployment of ESXi, the next step will be to configure the ESXi
host, which is done using the vSphere Client. As an alternative to the vSphere Client, the
vSphere Web Client provides a web interface for interaction with the vCenter Server system
and manages the ESXi hosts through a browser. We will learn more about the vCenter Server
and vSphere Web Client in Chapter 2, Installing and Using vCenter.

With the release of vSphere 5.1, VMware has made an entire

new feature available only via the Web Client if the host is

managed by the vCenter Server.

Getting ready

The installer of the vSphere Client can be found in vCenter Server Installation Media.
Alternatively, you can download the installer by accessing the ESXi host via a web browser
where you will find a link to download the vSphere Client, which will be redirected to
vsphereclient.vmware.com.

=
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How to do it...

The steps involved in installing the vSphere Client are quite simple, and are as follows:

1. Run the VMware vSphere Client installer.

Select Language and click on OK.

Click on Next in the Welcome to the installation screen.
Click on Next in the End User Patent Agreement window.
Accept the End User Agreement and click on Next.

Change the Destination folder if required and click on Next.

Select Install in the Ready to install program screen.

O N O ok W N

Allow the installation to complete and click on Finish when done.

Configuring NTP settings on the ESXi host

ESXi uses the UTC time by default, and it's not possible to change the time zone on the
ESXi host. To ensure that we maintain the correct time system across the environment, it is
recommended to synchronize the ESXi host with NTP servers.

Getting ready

Before you start with the NTP configuration, make sure that you have the NTP server details
and access to the ESXi host.

How to do it...

In order to configure the NTP settings, perform the following steps:

1. Login to the ESXi host using the vSphere Client.
2. Under the Configuration tab, click on Time Configuration under Software.

3. Click on Properties... on the top-right corner:
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4. Select NTP Client Enabled and click on Options..., as shown in the
following screenshot:

(& Time Configuration 2

Date and Time
Set the date and time for the hostin the vSphere Client's local time,

Time: 14732 =+

Date: |22 October 2013 |

Mote: The host will handle the date and time data such that the vSphere
Client will receive the host's data in the vSphere Client's local time.

NTP Configuration
Qutgoing Port: 123
Protocols: udp

[~ NTP Client Enabled Options...
OK | Cancel | Help |

5. Under the General section in the left pane, select the appropriate Startup Policy as
per your environment. VMware recommends that you choose Start automatically if
any ports are open, and stop when all ports are closed:

= NTP Daemon (ntpd) Options
General
. Status
NTP Settings Stopped
Startup Policy

(* Start automatically if any ports are open, and stop when all ports are d
(" Start and stop with host

" Start and stop manually

Service Commands

Start

6. Select NTP Settings on the left pane, click on Add, enter the IP Address of your NTP
source, and click on OK.

7. Select Restart NTP service to apply changes checkbox and click on OK.

=
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There's more...

Alternatively, the NTP setting can be configured using the PowerCLI cmdlet, Add-
VmHostNtpServer, which will help us configure the NTP setting. Make sure you connect to
the vCenter Server from PowerCLI and use the following command:

Add-VmHostNtpServer -NtpServer "IP Address" -VMHost (Get-VMHost)

As an alternative, you can connect to the ESXi host using PowerCLI and execute the
following command:

Add-VmHostNtpServer -NtpServer "IP Address"

Configuring DNS and Routing

Similar to the other servers in the network, you need to make sure that the ESXi host is
configured with the correct DNS server and Routing details so that you do not encounter
any issues.

Getting ready

Make sure that you have the DNS and default gateway details before starting
the configuration.

How to do it...

In this recipe, we will learn to configure DNS and its default setting using the vSphere Client.

[ You need to manually create the DNS records for the ESXi host. ]

Now, let's see the steps involved in creating the DNS records:

1. Login to the ESXi host using the vSphere Client.

2. Select the Configuration tab on the right pane and click on DNS and Routing
under Software.

3. Click on Properties on the top-right corner of the screen.
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4. Inthe DNS configuration, review the current configuration and make the necessary
changes, such as the hostname, Domain, DNS server, and search domain fields:

77 DNS and Routing Configuration

DNS Configuration lRouting ]
Host Identification

MName: ESXil
Domain: test.local

" Obtain DNS server address automatically

wmk0

{* Use the following DNS server address

Preferred DNS server: |19 2,168.19,2

Alternate DNS Server: |

Look for hosts in the following domains
test.local

Example: site.com site.org site.net

OK | Cancel | Help |

5. Click on the Routing tab and make sure that the correct default gateway is listed.
If required, make any relevant changes and click on OK:

@ DNS and Routing Configuration &I

DNS Configuration
VMkernel

Default gateway: 182 , 188 , 18 , 2

Default gateway for IPvE:

Remaving the default gateway may cause the vSphere dient to lose
connectivity with the host.

OK | Cancel Help

=]
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Alternatively, you can also configure DNS and Routing using DCUI by performing the
following steps:
1. Connect to the ESXi console and Press F2 to log in to DCUL.

2. Inthe System Customization screen, move the cursor down and select Configure
Management Network:

System Customization Conf igure Management Network

Conf igure Passuord Hostname:
Conf igure Lockdoun Mode localhost

onf igure Management Netuwork IP Address:

Restart Management Netuork 192.168.19.129

Test Management Network

Netuork Restore Dptions Netuwork identity acquired from DHCP server 192.168.19.254
Conf igure Keyboard IPv6 Addresses:

Troubleshooting Options feB0: :20c:29ff :fedb:81f4/64

View System Logs To view or modify this host”s management netuwork settings in

detail, press <Enter>.
View Support Information

Reset System Configuration

3. Select IP Configuration and press Enter to assign an IP address for the ESXi host:

IP Configuration

This host can obtain network settings automatically if your network
includes a DHCP server. If it does not, the following settings must
specified:

{ ) Use dynamic IP address and network configuration

(o) Set static IP address and network configuration:

IP Address [ 192.168.19.129
Subnet Mask [ 255.255.255.0
Default Gateuway [ 192.166.19.2

4. If required, make the changes on the screen and press Enter and exit the screen.

5. Now, you will be back on the Configure Management screen; scroll down to the DNS
Configuration and press Enter to modify the DNS IP settings.
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6. You will be presented with the DNS configuration where you need to enter the DNS
Server IP address and hostname of the ESXi host. When you have finished entering
the details, press Enter to exit the screen.

DNS Conf iguration

This host can only obtain DNS settings avtomatically if it also obtains
its IP configuration automatically.

( ) Obtain DNS server addresses and a hostname auvtomatically
(o) Use the following DN5S server addresses and hostname:

Primary DNS Server [ 192.168.19.2 1

Alternate DNS Server [ 1
ostnane [ ESXil.test.local_ 1

<Up/Doun> Select <3pace> Mark Selected <Enter> 0K <Esc> Cancel

7. Now, you will be back on the Configure Management screen. Scroll down to Custom
DNS Suffixes and press Enter to change DNS suffixes.

8. In Custom DNS Suffixes, modify the suffixes as required, press Enter for OK, and exit
the screen:

Custom DNS Suff ixes

DNS queries will attempt to locate hosts by appending the
suff ixes specified here to short, ungualified names.

Use spaces or commas to separate multiple entries.

Suff ixes: [ test.local_ 1

<Enter> 0K <Esc> Cancel
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9. Now, you need to save the configuration that has been changed, so from the
Configure Management Network, press Esc to exit and you will be asked for
confirmation on the Configure Management Network scene:

Conf igure Management Network: Confirm

You have made changes to the host s management network.
Applying these changes may result in a brief netuork outage,

disconnect remote management software and affect running virtval
nachines. In case IPvb has been enabled or disabled this uwill
restart your host.

Apply changes and restart management networlk?

<¥» Yes <N> No {Esc* Cancel

10. Press Y to confirm the settings; this will save the settings and restart the
management network to apply the configuration.

11. You will then be back on the System Customization screen; if you want to make
sure that the configuration is correct, you can perform the test management network
operation. To proceed with the test, select Test Management Network and press Enter.

12. The ESXi host will try to ping the DNS servers and the default gateway and resolve the
configured hostname:

Test Management Netuork

By default. this test will attempt to ping your default gateway
and DNS servers., and resolve your hostname.

Ping Address #0: [ 192.168.19.2

Ping Address #1: [ 192.168.19.5_

Ping Address #2: L

Resolve Hostname [ ESXil.test.local 1
<Up/Doun> Select <Enter> 0K <Esc> Cancel

13. Press Enter to proceed with the testing, and the test will show the status as OK
or Failed. If you notice any failure, make sure that you have configured the
correct settings.
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Licensing an ESXi host

By default, when you install an ESXi host, it will run in the evaluation mode for 60 days. After
this period, you need to assign a license key to the host. If you are using vCenter, the license
management will be done at the vCenter level by adding the license keys on vCenter and
assigning them to the appropriate ESXi host. If you have only a standalone ESXi host, then

you have to assign the license directly on the ESXi host.

How to do it...

The following steps have to be performed in order to license an ESXi host:

1. Connect to the ESXi host using the vSphere Client.
2. Select the Configuration tab in the right pane and select Licensed Features

under Software.

3. Click on Edit on the top-right corner of the screen.

4. Select the Assign a new license key to this host radio button:

(&) Assign License: ESXiltestlocal

]

" Assign an existing license key to this host

(v Assign a new license key to this host

Erter Key... | |

Product:
Capacity: -
Available: -
Expires:
Label:

Help

[oc 1]

Cancel |

5. Click on Enter Key... and this will pop up an Add license key window, where you need

to enter the license key.

6. Click on OK in the Assign License Key window.

NED



Installing and
Using vCenter

In this chapter, we will cover the following topics:

» Installing vCenter Single Sign-On

» Installing VMware vCenter

» Installing vSphere Web Client

» Installing vSphere Auto Deploy

» Working with the vCenter inventory objects
» Configuring the vCenter Server settings

»  Working with tags

» Using schedule tasks

» Managing the plug-ins in vCenter

» Deploying VMware vCenter Server Appliance
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Introduction

vCenter is one of the major components of the vSphere suite as it is required for the
configuration and proper functioning of most of the vSphere features. As the virtual
infrastructure keeps growing, it becomes very difficult for the vSphere administrator to
manage the ESXi host individually. vCenter allows us to centralize the management of the
entire virtual infrastructure by adding the ESXi host to the vCenter. Prior to vSphere 5.1, all
vCenter components had to be installed on the same server. However, from vSphere 5.1, we
have the option to install the vCenter 5.1 components in the same or a different server. This
is because there is a change in the vCenter architecture with the inclusion of vCenter Single
Sign-0n (SS0). The components that are a part of the vCenter 5.1 are as follows:

» vCenter SSO

» vCenter Inventory Service
» vCenter Server

» vSphere Web Client

vCenter is available as an appliance (vCSA) and as an installer version, which can be installed
on the Windows operating system. However, there are a few drawbacks of the appliance
version of vCenter. The following table gives a comparison of both the versions of vCenter:

Feature vCenter Windows vCenter Appliance
Operating system vCenter Windows can work on any 64-  vCenter Appliance is
bit Windows. preconfigured on SUSE Linux.
Database vCenter Windows can support vCenter Appliance supports
database such as SQL, Oracle, and in-built vPostgress and
IBM DB2. external Oracle.
Host and VM support  vCenter Windows can support 1000 vCenter Appliance can
hosts and 10,000 VMs. support 100 hosts and
3000 VMs with the
vPostgress database and
1000 hosts

and 10,000 VMs with the
Oracle database.

IP support vCenter Windows supports both IPv4 Only IPv4 is supported in
and IPv6. vCenter Appliance.
Linked mode This feature is supported in vCenter This feature is not supported
Windows. in vCenter Appliance.
vCenter Heartbeat This feature is compatible with vCenter This feature is not compatible
Windows. with vCenter Appliance.
vCenter Update This feature can be installed on the This feature should be
Manager same server as vCenter. installed on a separate

Windows' server.

=



Feature

vCenter Windows

vCenter Appliance

Single Sign-On

Inventory Service

Web client

Auto Deploy

Syslog Collector

ESXi Dump Collector

This feature can be installed on

vCenter's server or a different server.

This feature can be installed on

vCenter's server or a different server.

This feature can be installed on

vCenter's server or a different server.

This feature can be installed on

vCenter's server or a different server.

This feature is preinstalled on
vCenter's server or a different one.

This feature can be installed on

This feature is preinstalled in
vCenter Appliance.

This feature is preinstalled in
vCenter Appliance.

This feature is preinstalled in
vCenter Appliance.

This feature is preinstalled
here.

This feature is preinstalled in
vCenter Appliance.

This feature is preinstalled in

Chapter 2

vCenter's server or a different server.

vCenter Appliance.

The Windows' version of vCenter can be installed in two different methods: simple install or
custom install method.

In the simple installation method, vCenter and the additional components are installed on the
same server, whereas in the custom installation method you have an option to choose the
installation of vCenter and its components in the same or separate server. vCenter has to be
installed in the following order:

» vCenter SSO
» vCenter Inventory Service
» vCenter Server

The following is a small checklist to plan the installation:

» Which installation method are you using (Simple/Custom)?

» Which database are you going to use?

» Do you have the required database instance and its credential details?
» Have you verified whether the operating system is supported?

» Does the server that you are going to install for vCenter and its components meet the
prerequisites?

» Are you going to install SSO in basic, high-availability (HA) cluster, or multisite mode?
» Are you going to install vCenter as standalone or in the vCenter Linked mode?

» Are you going to protect vCenter services using vCenter Heartbeat or any third-party,
high-availability products?

» Are you going to change any of the default ports during the installation?
» Do you have the required SSL certificates?
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It is very important that you check the database compatibility, and it can be checked from the
VMware's Product Interoperability Matrixes at:

http://partnerweb.vmware.com/comp guide2/sim/interop matrix.php

Installing vCenter SSO

vCenter SSO is a new component that has been added to vCenter's architecture in vSphere
5.1. With the inclusion of SSO, the way users get authenticated to vCenter has changed. Prior
to vSphere 5.1, the users of the Active Directory (AD) domain, to which vCenter server is
joined, are authenticated to vCenter Server. vSphere 5.1 supports the following types of user
repositories as an identity source:

» OpenLDAP's Version 2.4 and later

» AD's Version 2003 and later

» Local operating system users where SSO is installed

Getting ready

The following prerequisites have to be met for successful installation of an SSO service:

» Avalid DNS resolution.

» Microsoft .NET 3.5 SP1 Framework.

» Time is synchronized and pointing to the correct source.

» Server that is used for the installation is not a Domain Controller.

» The Server is the part of a domain (vCenter can be installed on a workgroup, but it is
recommended that it is installed on domain server).

» The user account that is used for the installation has the required privileges on the
server and has the following read permissions on AD:

o Itis a member of the administrators' group

o Itacts as a part of the operating system

o Itcanlogon as a service
One of the important steps is the database configuration for the SSO. It is necessary to have
the SSO database user, admin, and table space created, as suggested by VMware. To ease
this, VMware has given a preconfigured script for all the supported databases, and it can

be used to create the required account and table. This script can be found in the vCenter
Installation media at Media\Single Sign On\DBScripts\SSOServer\schema.

S E
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How to do it...

Now, let's see the steps to install SSO:

Run the installation media, select vCenter Single Sign On, and click on Install.

Select the appropriate language in the vCenter Single Sign On's InstallShield wizard
and click on OK.

3. Click on Next on the welcome screen.

4. Click on Next in End User Patent Agreement, accept End User License agreement,
and click on Next.

5. If this is the first installation of the SSO service, select the default Create the
primary node for the new vCenter Single Sign On installation. If you are installing a
secondary SSO instance for the HA or multisite mode, select Join an existing vCenter
Single Sign On installation. If you want to recover a corrupted SSO instance from
backup, select Recover installed instance of vCenter Single Sign On from a backup
and click on Next:

i!‘% vCenter Single Sign On - -}ﬂ

vCenter Single Sign On Deployment Type

Select the vCenter Single Sign On deployment type

{* Create the primary node for a new vCenter Single Sign On installation.

Select this option to create the only node in a basic vCenter Single Sign On installation, ar the
first node in a high availability or multisite installation.

™ Join an existing vCenter Single Sign On installation.

Select this option to create an additional node for an existing high availability or multisite
vwCenter Single Sign On installation.

™ Recover installed instance of vCenter Single Sign On from a badkp.

If your wCenter Single Sign On is corrupted, select this option to recover vCenter Single Sign
On information from a backup file you have generated.

= Back I Mext = I Cancel |
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6. Specify the vCenter SSO type and click on Next:

h;l- vCenter Single Sign On

vCenter Single Sign On Type

Select single node type

{* Install basic vCenter Single Sign On

Select this option for a vCenter Single Sign On installation with only ane node, accessible by
the local system users,

{ Create the primary node for a new vCenter Single Sign On installation

Select this option to create the first node for a new multinade high availability or multsite
vCenter Single Sign On installation.

Inst=lshield
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7. The admin@System-Domain username is the default account to manage the SSO.
Enter a password and click on Next:

|.§a vCenter Single Sign On

X

vCenter Single Sign On Information
set the password for the administrator account.

The password must have at least eight characters, at least one lowercase character, one
uppercase character, one number, and ane spedial character.

User name: |a.:|m|n:§5-;stem -Domain
Fassword: I EEEERERER
Confirm Password: I ---------l

In vCenter Server, users authenticate through wCenter Single Sign On. To manage the
vCenter Single Sign On server, vCenter Single Sign On users are created. The default
vCenter Single Sign On administrator user ID is 'admin @System-Domain'

Inst=lshield
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8. Now select a database and click on Next.
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9.

Here, we have chosen the SQL 2008 R2 express edition, which is bundled with the
installation package. Enter the password for the DB credentials and click on Next:

; 5
|'.§- vienter Single Sign On x|

Set Database User Information
Set the required information for wCenter Single Sign On.

Provide the database S0L user names and passwords, These user names and passwords wil
be created in the database, These credentials must comply with the local or Active Directory
password policy and Microsoft SQL naming conventions. If the credentials do not comply, the
installation will fail,

DEA user name: |Fl*'~A DEA,

DBA user password : I.""""

Confirm password: I sssssaNES

User name: IF' <A LSER

IUser password I.""""

Confirm password: I YT

< Back I Mext = l Cancel

hield

10.

11.
12.
13.

14.

Check the fully qualified domain name (FQDN) or the IP address for the SSO server
and click on Next.

Enter the user credentials to run the service and click on Next.
Select the destination folder for the SSO installation and click on Next.

By default, SSO uses the HTTPS port 7444. Accept or change the default port, and
then click on Next.

On the ready to install screen, click on Install.

The installation will take a few minutes to complete. Once it
is done, click on Finish. If the installation is failing for some
reason, you can check the installer logs which can be found at:

a1
~ C:\Program Files\VMware\Infrastructure\

SsOoServer\utils\logs\imsTrace.log

C:\Program Files\VMware\Infrastructure\
SsOServer\utils\logs\install.log

- $TEMP%\vminst.log

NED
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There's more...

In vSphere 5.1, you have an option to install vCenter Inventory Service on a separate server or
in the same server. So, what does the Inventory Service do exactly? Well it's used to cache the
queries from the web client and reduce the load on vCenter Server. It's also used to store all
the custom tags within the web client.

The installation of the Inventory Service is fairly straightforward:

1.

e

® N o o

9.

Run the installation media, select VMware vCenter Inventory Service, and click
on Install.

Select the appropriate language in the VMware vCenter Inventory Service's
InstallShield wizard and click on OK.

Click on Next on the welcome screen.

Click on Next in End User Patent Agreement, accept End User License agreement
and click on Next.

Select the appropriate destination folder and click on Next.
Check FQDN of the Inventory Service Server and click on Next.
In the Configure Ports section, accept or change the default ports and click on Next.

It is very important to select the inventory size correctly as it determines the JVM
heap settings for Tomcat and the Inventory Service. It is also possible to change the
size after the installation.

Check vCenter Single Sign-On information, Lookup Service URL and click on Next.

10. Click on Install Certificates.

11. Click on Install in the ready to install the screen.

It is possible to have more than one identity source configured on the SSO server. So, that
brings up the question: what if the SSO server is down? Well, you won't be able to access
the vCenter Server management. So, it is necessary to have SSO configured with some
redundancy so that we don't lose access to vCenter if one of our SSO servers' is down. So,
you have got three different deployment modes for SSO:

>

Identity source: An identity source is a repository where the

users and groups are stored. The repository can be AD, LDAP,
’ or accounts that are local to an operating system.

Basic: It's the default installation mode when a simple installation of vCenter is
performed, and it is a standalone instance of SSO. So, if an SSO server is down,
you will lose access to the vCenter management.

s
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» High availability: In this mode, you can have two or more SSO servers and place
them behind the network load balancer. The database and identity source used by
the SSO server should be the same. Please note that this method doesn't provide
any load balancing on SSO request, it just sends the request to the secondary SSO
servers when primary SSO server is down. It is also worth noting that the local
operating systems cannot be used as an identity source.

» Multisite: This mode is used when there are multiple physical locations, and each
site's SSO instance is connected to the local instance of the AD and has its own
database. The mode doesn't provide any site level failover. So when SSO fails in one
site, the authentication is not redirected to the other site. SSO has to be deployed in
the HA mode for redundancy.

Installing VMware vCenter

vCenter is one of the main components of the vSphere suite as it is required for the
functioning of almost all the features in the vSphere suite.

Getting ready

Make sure the following prerequisites are met:

» vCenter Single Sign On and vCenter Inventory Service is installed.

» An operating system that is supported by 64-bit Windows is available.
» An ODBC entry with a 64-bit DSN has been created.

» Microsoft .NET 3.5 SP1 Framework has been installed.

» DNS resolution is working.

» Time is synchronized and is pointing to the correct source.

» Server that is used for the installation is not a domain controller.

» Server is a part of the domain (vCenter can be installed on workgroup, but it is
recommended that you install it on the domain server).

» The user account that is used for the installation has the required privileges on the
server and has the following read permission on the AD:

o Itis a member of the administrator's group
o Itacts as part of the operating system
o Itlogs on as an service

How to do it...

Let's see the steps involved in this installation:

1. Run the installation media, select VMware vCenter Server, and click on Install.

=)
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Select the appropriate language in the VMware vCenter Server's InstallShield wizard
and click on OK.

Click on Next on the welcome screen.

Click on Next in End User Patent Agreement, accept End User License agreement,
and click on Next.

Enter the license key and click on Next. (If this is not entered, vCenter will get
installed for a 60 days evaluation period.)

Select the database option if you are pointing to the external database. Make sure
the required DSN's have already been created.

If you have selected the external database, you will be prompted with the credentials
for the DB authentication.

Now, enter the user credentials under which the vCenter Server service will be running.

If this is the second vCenter installation in your environment and if you want to be
part of Linked mode, and then select Join a VMware vCenter server group using
Linked mode. Otherwise, if it's a first installation or you do not want to have Linked
mode, select Create a standalone VMware vCenter Instance and click on Next.

Multiple vCenter Server's can be joined using vCenter's

Linked mode, which will allows the viewing and managing of

the inventories of the linked vCenter Server systems.

i VMware vCenter Server x|
vCenter Server Linked Mode Options
Install this VMware wCenter Server instance in Linked Mode or standalone mod

To configure Linked Mode, install the first vCenter Server instance in standalone mode, Install
subsequent vCenter Server instances in Linked Mode.,

{* Create a standalone VMware vCenter Server instance

Lse this option for standalone mode or for the first vCenter Server installation in a new
Linked Mode group.

~ Join a VMware vCenter Server group using Linked Mode to share
information

Lze this option to join this vCenter Server to an existing Linked Mode group.

.
Nl
i
z
it
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10. Accept or change the default ports and click on Next:

i'-i% VMware vienter Server

Configure Ports

Enter the connection information for vCenter Server,

HTTPS port:
HTTF part: 0
Heartbeat port (UDF):
Web Services HTTF port:
Web Services HTTPS port:
Web Services Change Service Notification port: 50099
LDAP port: g
S5L port:

[” Increase the number of available ephemeral ports

If your vCenter Server manages hosts on which you will power on more than 2000 virtual
machines simultaneously, this option prevents the pool of available ephemeral parts from
bemq exhausted.

Instalshicld
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11. On the vCenter Server JVM Memory screen, select the option that best describes the
size of your environment, and click on Next:

h%‘ VMware vCenter Server ﬂ

vCenter Server JVM Memory

Select vCenter Server Web services VM memory configuration.

To optimally configure your deployment, select the vCenter Server configuration that best

describes your setup,

Inventory Size Maximurn Memary

o Small (less than 100 hosts or 1000 virtual 1024 MB
machines)

r Medium (100-400 hosts or 1000-4000 virtual 2048 MB
machines)
Large {more than 400 hosts or 4000 virtual 3072 MB
machines)

For more information on 1¥M Memary size and how it effects vCenter Server, visit the
vSphere Installation and Setup documentation ar vSphere Upgrade documentation,

InstalShield
< Back | Mext = I Cancel
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12. Provide the vCenter SSO information and Lookup Service URL credentials to register
vCenter Server with vCenter SSO, and then click on Next:

fii VMware vCenter Server x|

153
vCenter Single Sign On Information
Enter the Information to register vCenter Server with vCenter Single Sign On.

vCenter Single Sign On administrator user name [T ——CE—
(case-sensitive):

vCenter Single Sign On administrator user
password:

Lookup Service URL:

|h1:t|:|s:f,|"l.-'C2.hnrnEIab.Incal: 7444 lookupservice fsdk

Instslishield

< Back | Mext = I Cancel

13. In the next screen, provide the names of the users or groups that have to be granted
administrator privileges on vCenter Server. Then, click on Next.

&1
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14. Enter the vCenter Inventory Service information and click on Next:

IE‘ VMware vCenter Server

vCenter Inventory Service Information.

Enter wCenter Inventory Service information,

wCenter Server reguires the following information to register with VMware vCenter Inventory
Service, Make sure both vCenter Inventory Service and Lookup Service are running,

Lookup Service LRL;

Ihtt‘,:ls:,-",-"-.-'c 2.homelab.local: 7444 lookupservice fedk

vCenter Inventory Service LIRL:

g /VC2. homelab.local: 10443

Example: https: {fserver.mydamain, com; 10443

Installsheld
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15. Select the destination folder and click on Next.
16. On the Ready to install the program screen, click on Install.

17. Now, the installation will begin and it will take a few minutes. Once the installation
is complete, click on Finish.

=



Chapter 2

Installing vSphere Web Client

The vSphere Web Client is the default client to manage the vSphere infrastructure, and all
the new features are available only via a Web Client. However, there are still some features
that are available only via the traditional vSphere client. The following table summarizes
these features:

vSphere Web Client vSphere Client
» vCenter SSO » VMware plug-ins (VUM and SRM)
» Navigation with inventory lists » VXLAN networking
» Inventory tagging » Ability to change the guest OS on an

» Work In Progress (Pause) existing virtual machine

» vSphere Replication » vCenter Server Maps

» vSphere Data Protection » Create and edit custom attributes

» Enhanced vMotion » Connect to a vSphere host directly

Distributed Switch (vDS) » Inflate the thin disk option found in the

datastore browser
» Health Check

» Export/Restore Configuration

» Diagram Filtering

» Log Browser Plugin

Getting ready

Make sure the prerequisites are met before starting the installation of vSphere Web Client.
The prerequisites are as follows:

» vCenter SSO and Inventory Service should be running on 5.1 Version or higher.

» The account that is used for installation should be a member of the local
administrator's group.

» To access the Web Client, one of the following browsers should be supported:
o Microsoft Internet Explorer 7, 8, 9, and 10 (64-bit only)
o Mozilla Firefox 17
o Google Chrome 23

» Adobe Flash Player 11.1.0 should be present or should later be installed with the
required plugin for the browser.

=]
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How to do it...

Let's see the steps involved in vSphere Web Client's installation:

Run the installation media, select VMware vSphere Web Client, and click on Install.

2. Select the appropriate language in the VMware vSphere Web Client's InstallShield
wizard and click on OK.

3. Click on Next on the welcome screen.

4. Click on Next in the End User Patent Agreement, accept the End User License
agreement, and click on Next.

5. Select the destination folder and click on Next.

The next screen provides the default ports used by the Web Client; change this if
required, or accept the default and click on Next:

i"% VMware vSphere Web Client %]

VHMware vSphere Web Client Port Settings
Enter the connection information for Weh Client.
RS
InstalEhield
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7. Provide the vCenter SSO information, Lookup Service URL, and click on Next:

& VMware vSphere Web Client 1 x|

vCenter Single Sign On Information
Enter the information to register Web Client with vCenter Single Sign On.

wCenter Single Sign On administrator user ;admin@System Domain
name (case-sensitive):

wCenter Single Sign On administrator | [ ——
password:

Lookup Service URL:

|htu:|s:,|",|"l.-'C 2.homelab.local: 7444 lookupservice fsdk

< Back I Mext = l Cancel

8. Click on Install in the Ready to install screen, and then allow the installation
to complete.

. Once the installation is complete, log in to vSphere
% Web Client by pointing the web browser to https://
S vSphere Web Client host name or IP:9443/

vsphere-client.

Installing vSphere Auto Deploy

In the previous chapter, we have seen how to deploy the ESXi host using Auto Deploy. Now,
you will learn the steps involved in the installation of Auto Deploy.
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How to do it...

The installation of Auto Deploy can be performed using the following steps:

1.

Run the vCenter Server installation media, select VMware vSphere Auto Deploy, and
click on Install.

Select the appropriate language in the VMware vSphere Auto Deploy's InstallShield
wizard and click on OK.

Click on Next on the welcome screen.

Click on Next on End User Patent Agreement, accept End User License agreement,
and click on Next.

Change the destination folder if required. You also have an option to provide a
maximum size for the Auto Deploy repository:

fél vSphere Auto Deploy i x|

Destination Folder

Click Mext to install to this folder, or dick Change to install to a
different folder,

C:'\ProgramDataVMware \WMware vSphere Auto Deploy'\Datal, 7 |
Auto Deploy repository maximum size: Iz GB
Installsheld

((_\— Install vSphere Auto Deploy to:
J Ci\Proagram Files (x86)\WMware\WMware vSphere Auto Deploy), Change... |

Auto Deploy repository directory:

< Back I Mext = I Canicel
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6. Provide the authentication information in the VMware vCenter Server Information

screen and click on Next:

|§- vaphere Auto Deploy I

VMware wCenter Server Information

Enter wCenter Server address and credentials.

Provide the necessary information about vCenter Server below. wSphere Auto Deploy will need

this information to connect to the wCenter Server,

X

—VMware vCenter Server Information
IF Address [ Mame: HTTF Part:
| &0
Lser name: Password:
Instslishield
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7. You will be presented with an SSL certificate warning, click on Yes to continue.
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8. On the next screen, you will need to give the default Auto Deploy port details, review,
and click on Next:

i’é vSphere Auto Deploy ) x|

vSphere Auto Deploy Ports Settings
Spedfy the Auto Deploy ports,

Auto Deploy Server Port: IG 501
Auto Deploy Management Port: IG 502

Inetallsheld
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9. Specify how the Auto Deploy server has to be visible on the network; you can provide
either the hostname or the IP address. Then, click on Next:

itz vSphere Auto Deploy N EI

vsphere Auto Deploy Identification

Select vSphere Auto Deploy identification name.

Specify how vSphere Auto Deploy should be identified on the network.

Ivc 2.homelab.local j

192.168.1.53

Instalishield
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10. Click on Install and allow the installation to complete.
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11. After the installation is complete, you can connect to vCenter Server via the vSphere
Web Client and navigate to vCenter | Manage | Settings | Auto Deploy. Here, you
will find the boot file that needs to be downloaded and placed on the Trivial File
Transfer Protocol (TFTP) server for the Auto Deploy deployments.

! VC2homelablocal = Actions -

Gefting Started  Summary  Monitor | Manage | Related Objects

| 4 | Seftings | Alarm Definitions | Tags | Permissions | Sessions | Storage Providers | = b |

44 Auto Deploy
SERER) BIOS DHCP File Mame undianly kpxe vmw-hardwired
Licensin
= iFXE Boot URL hitps 192 168.1.53:6501vmw
Message of the Day ) -
Cache Size 200 GiB
Advanced Settings
Cache Space In-Use 14 MiB

Auto Deploy
_ Download TFTP Boot Zip Download Log

Working with the vCenter inventory objects

The first step after the vCenter is built is to create a vCenter inventory as per the
organization's needs. The vCenter inventory is just the logical representation of how you are
going to manage the virtual environment. So, for example, if you are managing a different set
of ESXi hosts' across a different geographical area, department, project, and so on, you can
create a separate view for each of these and assign permissions to individual objects.

Getting ready

Connect to vCenter Server using vSphere Web Client.

How to do it...

In this section, you will learn about the various inventory objects in vCenter Server by using
the vSphere Web Client that will be explained next.




Installing and Using vCenter

Creating a Datacenter object
You can add an ESXi host directly to a Datacenter object or create a Cluster object under a

Datacenter object and add ESXi to it, as explained in the following steps:
1. Log into vSphere Web Client.

2. Onthe home screen, click on vCenter and on Host and Clusters under
Inventory Trees.

3. Select the vCenter instance, click on the Action menu, and select New Datacenter.

Enter the name of the Datacenter in the pop-up screen and click on OK.

Once the Datacenter object is created, the next step is to
create a Cluster object or add an ESXi host to the vCenter
’ Datacenter object.

Creating a cluster object
A cluster object has to be created to use vSphere's feature such as High Availability (HA),
Distributed Resource Scheduler (DRS), and Enhanced vMotion Compatibility (EVC) as
explained in the following steps:
1. Select the Datacenter on which the cluster will be created.
2. Select Actions | New Cluster.
3. Provide the cluster name and enable the features DRS, HA, and EVC as required.
4

Click on OK when the required settings are configured.

Adding ESXi hosts
So, now that you have learned to create the Datacenter and Cluster objects, the next step

would be to add the ESXi host. This can be done using the following steps:
1. Login to vCenter Server using vSphere Web Client.
2. Right-click on Datacenter or Cluster and click on Add Host.
3. Enter the hostname or IP address of the ESXi host and click on Next.

Make sure the DNS resolution is working correctly if the
i hostname is used to add the ESXi.

4. Provide the credentials to connect to the ESXi host: the username will be root and
the password will be the one that you have assigned. Then, click on Next.

5. Review the Host Summary screen and click on Next.
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6. Assign the license keys for the ESXi host and click on Next.

The license key can be assigned to the host even after
s adding the host.

7. If required, enable the Lockdown mode and click on Next.

When a Lockdown mode is enabled, no operations can be
i performed directly on the ESXi host, and it forces all tasks to
% be performed through vCenter. This applies to any script or
L any external management software that is schedule to run
across the ESXi host. Users granted with Direct Console User
Interface (DCUI) access can access the host console DCUI.

8. Click on Finish to add the ESXi host to vCenter Server.

Configuring the vCenter Server settings

vCenter Server is the centralized management interface for the whole virtual infrastructure.
There are some advanced settings, such as logging, SMTP, and SNMP, that can be configured
to help the vSphere administration. There are around 13 settings that are available

for configuration.

How to do it...

In this section, you will learn to configure some of the vCenter Server settings by using the
vSphere Web Client.

Configuring the licensing
vCenter Server runs on a 60-day evaluation mode if the license keys are not provided during
the installation. So, once the evaluation mode has expired, you need to license vCenter
Server. To assign the license key, perform the following steps:
1. Select vCenter Server instance in vSphere Web Client.
2. Inthe Manage tab, select Licensing under Settings.
3. Click on Assign license key and select Assign a new license key from the dropdown.
4

Enter the license key and click on OK.

-
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Configuring the statistics settings

vCenter Server collects the performance statistics of the managed object and stores the
information in the database. This information can be accessed through a command line or
performance charts when required.

There are four levels of data collection available. The steps to perform the changes in the
statistics settings are as follows:

1. Select vCenter Server instance in vSphere Web Client.

2. Inthe Manage tab, select General under Settings.

3. Click on Edit and select Interval Duration and Statistics level required in Statistics
intervals, and then click on OK.

By default, the collection intervals are as follows:

Samples that are collected every 5 minutes are stored for a day
Samples that are collected every 30 minutes are stored for a week
Samples that are collected every 2 hours are stored for a month
Samples that are collected for a day are stored for a year

vV v .vvy

Configuring the runtime settings

The runtime settings are used when there are multiple vCenter Servers in the environment.
The wizard will help you to change vCenter Server's unique ID, vCenter's managed address,
and the vCenter Server name. To configure the settings, follow the given steps:

1. Select the vCenter Server instance in vSphere Web Client.

2. Inthe Manage tab, select General under Settings.

3. Click on Edit and select Runtime Settings. Enter the unique settings for vCenter
Server and click on OK after finishing.

If the runtime setting has been changed, then vCenter
i Server has to be restarted for the changes to take effect.

Configuring the user directory settings

The user directory settings help us to set the way vCenter Server interacts with the active
directory for authentication. This can be done by setting the timeout value (in seconds),
limiting the users and groups that are queried against the active directory database, and
enabling the validation and the validation period (in minutes) of vCenter Server to check
users and groups in the directory's server. To perform the changes, follow the given steps:

1. Select the vCenter Server instance in vSphere Web Client.

=
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2. Inthe Manage tab, select General under Settings.

3. Click on Edit and select User Directory. Provide the unique settings for vCenter
Server and click on OK after finishing.

Configuring the mail settings

The mail settings would be one of most commonly used settings, as this allows vCenter Server
to send e-mail notifications when there is an alarm triggered. The SMTP server and the sender
account details have to be configured. To configure the settings, follow the given steps:

1. Select the vCenter Server instance in vSphere Web Client.
2. Inthe Manage tab, select General under Settings.

3. Select Mail in Edit vCenter server settings. In Mail Server, provide the SMTP
server's IP address, provide the sender's e-mail account information in Mail Sender,
and then click on OK.

Configuring the SNMP settings

vCenter server has the ability to send SNMP trap notifications to the monitoring server when
an event is triggered. Up to four SNMP receivers can be configured. For each receiver's
hostname, a port and a community string has to be provided. To configure the settings, follow
the given steps:

1. Select the vCenter Server instance in vSphere Web Client.

2. Inthe Manage tab, select General under Settings.

3. Select SNMP receivers in Edit vCenter server settings. In Receiver URL, provide
the hostname or IP address of the SNMP receiver. In Receiver port, provide the
port number used by the SNMP receiver and type the Community identifier in
Community string.

4. Click on OK.

Configuring the timeout settings
The timeout option specifies the period of time after which the Web Client has to timeout for
a particular operation. You will configure a timeout for normal and long operations. By default,
for a normal operation the timeout is 30 seconds and for a long operation it's 120 seconds.
To perform the changes, follow the given steps:

1. Select the vCenter Server instance in vSphere Web Client.

2. Inthe Manage tab, select General under Settings.

3. Select Timeout Settings in Edit vCenter Server settings, and specify the timeout
value in both Normal operation and Long operation.

4. Click on OK when finished.
5. Then, restart vCenter Server.
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Configuring the logging options

When it comes to the troubleshooting, the log files play an important role. The logging option
allows you to configure the level of logging that will be captured by vCenter Server. There are
six levels of logging available:

» None (Disable Logging): In this option, logging will be turned off and no logs will be
captured. It's not the recommended setting in a production environment.

» Error (Errors only): This option only displays error messages.

» Warning (Errors and Warnings): This option only displays warning and
error messages.

» Info (Normal Logging): This option only displays information, warning, and
error messages.

» Verbose (Verbose): This option displays information, error, warning, and verbose
messages in the vCenter log entries. It is used for troubleshooting purposes.

» Trivia (Extended Verbose): This option displays information, error, warning, verbose,
and trivia logs in the vCenter log entries.

The log files are located in the following locations:
» vCenter Server 5.x and earlier versions on Windows XP,
2000, 2003: sALLUSERSPROFILE%\Application
=~ Data\VMware\VMware VirtualCenter\Logs\
» vCenter Server 5.x and earlier versions on Windows
Vista, 7, 2008: C: \ProgramData\VMware\VMware
VirtualCenter\Logs\
» VCSAlog file: /var/log/vmware/vpx/ o

To configure the logging, follow the given steps:

1. Select the vCenter Server instance in vSphere Web Client.
2. Inthe Manage tab, select General under Settings.

3. Select Logging Settings in Edit vCenter server settings, and then select the
appropriate logging options.

4. Click on OK when finished.

Configuring the database settings

The database settings allow to you to configure the maximum number of simultaneous
connections to the backend database, and you can also configure the database retention
for the events and tasks retained in the database server. To configure the database settings,
follow the given steps:

1. Select the vCenter Server instance in vSphere Web Client.
2. Inthe Manage tab, select General under Settings.

5]
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3. Select Database settings in Edit vCenter server settings and enter the maximum
connection. Then enable the retention for the tasks and events required.

4. Click on OK when finished.

1
~ If you want to maintain the logs all the time doesn't enable
the database retention.

Configuring SSL settings

The SSL settings have the ability to validate that both vCenter and the Web Client have a valid
SSL certificate before making a connection to the ESXi for adding or while making remote
console connection to the virtual machines.

Configuring advanced settings

The advanced settings wizard is used to perform any addition to the vCenter configuration file
(vpxd.cfg) with the advanced parameters.

The advanced parameters have to be added and modified only
i when instructed by VMware GSS team.

Working with tags

Tagging is a new feature which is available in vSphere 5.1 and it's enhancement to the custom
attribute enabled users to categorize inventory objects. Tags are classified in categories and
there are two types of categories where only one tag can be assigned to the object, or multiple
tags can be assigned to the object.

An example of tagging is if you want to group the VMs based on an operating system such as
Windows, Linux, and so on; first you create a category called "OS" and specify that only one
tag can be applied to VMs. Then create a tag in the category (0S) called Windows, Linux,
and so on.

How to do it...

Creating a tag and applying it to an object is a three step process. You will learn how to
perform it in the next sections.

7}
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Creating a tag category
The first step in the tagging process is to create a category; the steps are as follows:

1.

2
3.
4

5.

In the vSphere Web Client home page, click on Tags in the left pane.
Select the Items tab and click on Categories.
Click on the New Category Icon.

In the Category options provide Category Name, Cardinality, and Associated
object types.

Cardinality: Here you will select either one tag per object or
many tags per object. Note that once cardinality has been set,
. it is possible to change from one tag per object to many tags
% per object but not vice-versa.
2

Y

Associate object types: Here you will select whether the tag
is restricted to a certain object or if it can be assigned to all
types of object

When finished click OK.

Creating a tag
Once a tag category has been created, the next step is to create tags:

1.

2
3.
4

o

On the vSphere Web Client home page, click on Tags in the left pane.
Select the Items tab and click on Tags.
Click on the New Tag icon.

If the vCenter is in Linked mode, select the appropriate vCenter name for which the
tag has to be created.

Provide a name for the tag.
Select a category which has already been created or if required create a new category.
When finished click on OK.

Assigning a tag to an object
After the categories and tags have been created, the next step is to apply them to the object:

P 0N P

Select the object in vSphere Web Client.

Select the Manage tab and click on Tags.

Select the Assign Tag icon and select the tags from the list.
When finished click on OK.

NED
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Using schedule tasks

vCenter provides an option to schedule certain repetitive tasks with the help of vSphere Web
Client. For instance, if you want to keep rebooting a VM every day at a certain point in time, you
can create a scheduled task and automate the process. The scheduled task can be used for

a limited number of operations by using the Web Client. For any tasks that are not available,
vSphere API can be used. The list of tasks that can be automated with the help of scheduled
tasks is as follows:

>

>

>

Changing the power state of a VM
Creating a VM

Deploying a VM

Cloning a VM

Migrating a VM

Taking a snapshot of a VM

Adding a host

Changing the cluster power settings
Scanning for updates

Remediation

Checking the compliance of a profile

How to do it...

Now, let's see the steps to create and remove a scheduled task from vSphere Web Client.

Creating a schedule task
The steps to create a scheduled task are as follows:

1.
2.

Connect to vCenter Server using Web Client.

Navigate to an object (Datacenter, Cluster, Host, or VM) for which you want to
schedule a task.

Click on Manage tab and select Scheduled Tasks.

From the Schedule New Task drop-down list, select the task that you want
to schedule.

The wizard will open to schedule the task that you have selected in the previous step.
On the Scheduling Options screen, enter the name and description of the task.
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7. To configure the scheduling settings, click on Change next to Configured Scheduler,
which will then provide you with the following options:
o Run this action now: It will run the task immediately.

o Run this action after startup: It will run the task after a certain amount
of minutes.

a Schedule this action to run later: It will run the task at the date and time
which you specify.

o Setup a recurring schedule for this action: It will run the task based on the
recurring schedule which you have defined. Available recurring schedules are
Hourly, Daily, Weekly, and Monthly.

8. Setup an e-mail notification about the task status that will be sent, and then click
on OK.

Removing a schedule task
The steps for removing a scheduled task are as follows:

1. Connect to vCenter Server using vSphere Client.

2. Navigate to the object (Datacenter, Cluster, Host, or VM) for which you want to edit a
scheduled task.

3. Click on Manage and select Scheduled Tasks.
Right-click the scheduled task and select Remove.
5. Click on OK.

There's more...

As a vSphere administrator, you will spend a considerable amount of time with the vCenter
Management Interface to perform the day-to-day administrative tasks. In the following
subsections, you will learn about the vCenter maps, log browser, and roles and permissions.

vCenter maps
vCenter maps helps to identify the relationship between the different objects within the
Virtual Infrastructure. This feature comes very handy when you want to identify to which
network and datastore a particular VM is connected. Also, it helps when you are documenting
the Virtual Infrastructure. vCenter provides a map relation for these resources:

» Virtual Machine resource

» Hostresource

» Datastore resource

&)
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In addition to the preceding three resources, you can also customize the maps based on your
needs and you will find out the hosts that are compatible for the vMotion. vCenter provides
you with an option to view the maps within the vSphere Client, or you can print or export the
maps to an image file for any further analysis.

The log browser
When troubleshooting a problem, the first place that you will look is the logs. In vSphere Web
Client, with the help of the log browser, you can view and search the logs for a specific host
or vCenter or you can browse the log file for individual objects. When you are viewing the log
browser for the first time, there is a chance that no logs will be displayed. So, you need to
retrieve the logs by selecting the object. There are different options available through the
log browser:

» Search Log Files: This option allows the searching of log files by text or time

» Filter Log Files: This option allows the filtering of log files based on a particular word

» Adjust Log Times: This option allows the adjustment of the times in log files to a
different time zone

» Export Logs: This option allows the exporting of the logs to a local system

Roles and permission
Roles are a predefined set of privileges. When you assign permission to a user or group, you
are mapping a user or group with a role from the available list of roles. Either you can map a
user or group with the existing default roles, or you create a role and select the privileges as per
your organizational needs, and then assign a user or group to the newly created custom roles.
All default roles are assigned with predefined permission. You cannot edit defined permissions
for the default roles. You can either create a role, or you can clone an existing role and change
the permissions. The following is a list of default roles that are available in vCenter Server:

» No access

» Anonymous

» View

» Read-only

» Administrator

» Virtual Machine Power User (sample)

» Virtual Machine user (sample)

» Resource pool administrator (sample)

» VMware Consolidated Backup user (sample)

» Datastore Consumer (sample)

» Network administrator (sample)

[ei-
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Managing the plug-ins in vCenter

The VMware vCenter plugin allows the addition of new functionality to vCenter Server.
vCenter Server is developed with a highly extensible architecture. Many third-party plug-ins,
such as hardware management, storage management, and monitoring software, can be
integrated with the vCenter. By default, there are a few plug-ins available with the vCenter
Server installation and a few more plug-ins will be added to vCenter Server. If you have added
additional components, such as Update Manager, Converter, vCOPS, Auto Deploy, the plugin
would allow you to manage the add-on components from vCenter Server.

How to do it...

Now let's see the steps to install and manage the vCenter plugin:

Installing plug-ins
The plug-ins can be installed using Plugin manager:

1. Log in to vCenter Server using vSphere Client.
2. Click on Plug-ins | Manage Plug-ins.

3. Inthe Available Plug-ins section, you will find a list of the plug-ins available for the
vCenter instance. Click on Download and Install to complete the installation.

4. Once the plugin is installed, it will be listed in the Installed section and status will
show as enabled.

Enabling and disabling the plug-ins
Here's how we can enable and disable a plugin:

1. Log in to vCenter Server using vSphere Client.
2. Click on Plug-ins | Manage Plug-ins.

3. Inthe Installed Plug-ins section, right-click on the plugin and select enable
or disable.

There's more...

The following default plug-ins are installed and enabled as a part of the vCenter installation:

» vCenter service Status: This plugin helps to display the health status of the vCenter
Server services

» vCenter server storage monitoring: This plugin helps to review and monitor the
storage usage

» vCenter hardware status: This plugin helps to display the hardware status of the
ESXi hosts by using the CIM monitoring
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Deploying the VMware vCenter Server

Appliance

The vCenter Appliance (VCSA) is based on the SUSE OS that is preinstalled with vCenter
Server and the other vCenter components. vCSA is configured with two vCPUs, 8 GB RAM, and
two virtual disks of the size 25 GB and 60 GB.

Getting ready

Download vCSA from the VMware website.

How to do it...

Now, let's see the steps involved in deploying and configuring vCSA:

1.
2.
3.

© ® N o 0 A

Connect to the ESXi host using vSphere Client.
Click on File | Deploy OVF Template.

In the Source screen, provide the URL to download the OVF package or the location
of OVA file where it has been downloaded to. Then, click on Next.

Review and click on Next in the OVF Template details screen.
Provide a name for the appliance and click on Next.

Select the storage (Datastore Location) and click on Next.
Select the Disk Format as required and click on Next.

Map the Port group for the VM and click on Next.

Click on Finish in the Ready to complete screen.

Deployment will begin and you can verify the status in the Recent Tasks pane.
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There's more...

When the deployment of vCSA is complete, power on the appliance and open the console of
vCSA from vSphere Client. You will be presented with the following screen:

UMuware vCenter 3erver Appliance 5.1.0.5100 Build ¥33730

To manage your appliance please browse to https:r-192.168.1.5:5480~-

Welcome to VMware wCenter 3erwver Appliance

Quickstart Guide: (How to get vCenter 3erver runming guickly)
1 - Open a browser to: https:--192.168.1.5:5480~
2 - nccept the EULA
3 - 3elect the desired configuration mode or upgrade
4 - Follow the wizard

The configured appliance will be ready to use.
In case of upgrade the appliance will reboot and may change
its network address.

Use Arrow Keys to navigate
3et Timezone (Current:UTC) and <ENTER> to =select your choice.

In the previous image, you will notice that the appliance has taken an IP address from DHCP,
which can be used to manage the appliance. However, in production, it is recommended that
you assign a static IP for vCenter Server. Log in to the console of the appliance to assign a
static IP. The steps to do this are as follows:

1. Login to the console of vCSA with the username root and password vmware.
It's the default password for the vCSA.

2. Atthe console, type the /opt/vmware/share/vami/vami_config net
command and press Enter:

localhost.localdon login: root

Password:

Last login: Mon Nov 4 06:37:39 UTC Z013 on ttyl
localhost:™ # ~opt-sumuare-sshare-vamisvami_config_net

Bhow Current Configuration (scroll with Shift-PgUp-PyDoun)
Exit this program

Default Gateway

Hostname

DH3

Proxy 3erver

IP Address fillocation for ethd
Enter a menu number [01: _




3. Press 6 to assign a static IP address. Similarly, configure the hostname and

DNS settings from the console.

4. Once the configuration is completed, access vCSA from a web browser to log

in to VCSA. For example, https://vCSA IP Address:5480.
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5.  When you have logged in, you will be prompted to accept the license agreement:

vCenter Server Setup

Accept EULA

Configure Options

ry settings

iguration

Configure

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE
AGREEMENT SHALL GOVERN YOUR USE OF THE SOFTWARE,
REGARDLESS OF ANY TERMS THAT MAY AFPEAR DURING THE
INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING.
OF. USING THE SOFTWARE, YOU (THE INDIVIDUAL OR. LEGAL ENTITY)
AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE
AGREEMENT (“EULA™). IF YOU DO NOT AGREE TO THE TERMS OF THIS
EULA, YOU MUST NOT DOWNLOAD, INSTALL, OF. USE THE SOFTWARE,
AND YOU MUST DELETE OR RETURN THE UNUSED SOFTWARE TO THE
VENDOR. FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) DAYS
AND REQUEST A REFUND OF THE LICENSE FEE. IF ANY, THAT YOU
PAID FOR THE SOFTWARE.

EVALUATION LICENSE. If You are licensing the Software for evaluation
purposes, Your use of the Software iz only permitted in a non-production

< >

[¥] Accept license agreement

Ll

Cancel = Prev Mext =

6. Inthe Configure Options screen, select the appropriate option and click on Next:

vCenter Server Setup

Accept EULA

Configure Options

Database settings

figuration

Configure

] Configure with default settings

@) Upgrade from previous version
¥ Use default 350 configuration

O Upload configuration file

Browse_  Nofile selected.

®/ Set custom configuration

To configure this virtual appliance with a static IP address, you must first configure the
hostname. To do this, cancel this wizard, go to the network address settings. and enter
the hostname. Once the hostname is configured, relaunch and complete this setup
wizard.

If the hostname is already configured, or if you do not wantto use a static IP address,
select an option below.

Cancel < Prev

Mext =

]
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7. Inthe Database settings, you will choose the embedded DB or an external oracle
DB. Select as appropriate and click on Next:

vCenter Server Setup

Accept EULA Database type: Eoracle Y
Configure Options Server; embedded
Database settings Fort:

) Instance name:
550 settings | |

Login: | |

Active Directory settings
Password: | |

Review configuration

Configure

Cancel | ‘ < Prev | ‘ MNext =

8. Select the SSO database and the deployment type, and then click on Next:

vCenter Server Setup

Accept EULA ~
550 deployment type: |embedded v|

Configure Options

Database settings Account with right to register vCenter with the S50 server:
Username: | |

580 settings
Password: | |

Active Directory settings

) ) ) Account that will be assigned as vCenter administrator:
Review configuration

Name: | |

Configure
Is a group

Lookup service location:

URL:

Cerificate status:

Embedded S50 database:

Database type; [ embedded v

|

Server; | |
Port: | |
|

Instance name: [

‘ Cancel | | = Prev H Mext =

(&)
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9. Inthe Active Directory settings screen, you will have an option to join vCSA to
the AD domain. Provide the domain details and the required credentials, and
then click on Next:

Accept EULA

[ Active Directory Enabled

Configure Options Domain: | |
Database settings Administrator user: | |
$50 settings Administrator password: | |
Active Directory settings

Rey canfiguration

Configure

Cancel | | < Prev | | MNext =

10. Review the configuration and click on Start to proceed with the configuration:

vCenter Server Setup

Accept EULA vCenter Database: A

Configure Options Type: embedded
Host:

Database settings Part

550 settings Instance:

i i . Lagin:

Active Directory settings DB Resat no

Review configuration 550"

Configure Deployment type: embedded

. Administrator account:

Is a group:

Lookup senvice:

Lookup senvice thumbprint;

$50 Database:

Type: embedded
Host:

Port:

L
Inctanra:

Cancel | | = Prev || Start |

&7}






Networking

In this chapter, we will cover the following topics

Creating and deleting VM network port groups
Creating VMkernel port groups

Modifying vSwitch properties

Working with vSphere Distributed Switches
Configuring Private VLANs (PVLAN)

Working with advanced networking

Enabling jumbo frames

Configuring network policies

Introduction

Networking plays an important role in the Infrastructure as it provides communication to
different components in the environment. VMware provides a software-based switch that
resides on VMkernel, which provides communication between the VMs on the same host
and to other devices on the physical network. The virtual switches are operated in the same
way as traditional physical switches and provide functions such as layer 2 switching, VLAN
segmentation, and maintaining MAC addresses. There are two types of virtual switches
provided by VMware, and they are as follows:

>

vSphere Standard Switches (vSS): This is created by default when an ESXi host is
installed with a VMkernel port group for the Management traffic. vSS is used for the
ESXi host communication and is available on all editions of the vSphere license. If
vSS is used in the environment, it is necessary to configure vSS on all the ESXi hosts
individually and maintain a consistent configuration.

vSphere Distributed Switches (vDS): These configured and managed at the vCenter
level, and there is no need to create the virtual switches at the individual host level.
vDS provides additional features compared to vSS. To use vDS, you need to have
enterprise plus license.
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Now, let's look at some of the terminologies used in vSphere networking;:

» VSS: This is a vSphere Standard Switch.
» VDS : This is a vSphere Distributed Switch

» Port Group: It is a logical object on a virtual switch that provides network traffic for
VMkernel and VMs.

» Uplink: This is a physical NIC, which connects to an external physical network.
» Vmnic: This is a physical Ethernet adapter present on the server.
» VNIC: This is a virtual network adapter that is connected to the VM.

Creating and deleting VM network

port groups

For the Virtual Machine communication, you will need to create a separate port group, and
you will learn how to create and delete the vSwitch.

Getting ready

To create the VM Port group, you need to have the following details: VLAN ID (optional), uplink
to be used, and network label.

How to do it...

In this section, you will see the steps to create and delete a VM network port group in vSwitch.
The following steps will create a Virtual Machine port group:

1. Log in to the vSphere Web Client and browse to an ESXi host.
2. Click on the Manage tab.

3. Click on the Networking tab, then click on Virtual switches and select the add host
networking icon, as shown in the following screenshot, or navigate to Actions | All
vCenter Action | Add Networking:

vCenter B ¢ Q hostl.lablocal = Actions -
UJ ] =) f;:i Getting Started Summﬁ Menitor | Manage | Related Objects
w [ VC.lablocal - i i
w [l Lab Settings | Metworking | Storage | Alarm Definitions | Tags | Permissions
~ 0 Local ' : ' ' '
[@ host2.1ab.local %
2 BFE3 S X0

'_j_h BENT Virtual adapters

Eh in6eT ot Switch

[
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4. Select the connection type as Virtual Machine Port Group for a Standard Switch, as
shown in the following screenshot, and click on Next:

@ host1.lab.local - Add Networking

1 Select connection type Select connection type

Select a connection type to create.

2 Selecttarget device
3 Connection settings

4 Ready to complete

(=) Virtual Machine Port Group for a Standard Switch

() VMEkernel Network Adapter

_) Physical Network Adapter

The VMEkernel TCPIP stack handles traffic for the following ESXi sernvices: vSphere vMotion,
iCSl, NFS, FCoE, and host management.

A physical netwark adapter handles the network traffic to other hosts on the network.

A port group handles the virtual machine traffic on standard switch.

5. Inthe target device section, select New standard switch and set the Number
of ports from the drop-down menu, as shown in the following screenshot, click

on Next:

@ hosti.lab.local - Add Networking

W 1 Select connection type

3 Create a Standard Switch
4 Connection settings

4a Port properies

4b |Pvd settings

5 Ready to complete

2 Select target device

Select target device
Select a target device forthe new connection.

() Select an existing standard switch
Brow

i
T

(=) New standard switch

Number of ports: [ 128 [ ]

6. Click on the + icon to assign one or more physical adapter(s) to the vSwitch:

1. Inthe Failover order group drop-down menu, select Active Adapters.

2. Inthe Network Adapter dropdown, select the uplink for the vSwitch and click

on OK.

7}
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It is also possible to create a vSwitch without any network
s adapters. This switch would be called as an internal-only switch.

7. Click on Next to continue.

Provide a Network Label for the VM port group, VLAN ID (optional) if required, and

click on Next.
9. Inthe Ready to complete screen, review the settings and click on Finish.

The following steps will delete a Virtual Machine port group:

1. Login to the vSphere Web Client and browse to an ESXi host.
2. Click on the Manage tab.

3. Select the Networking tab, click on Virtual switches, and select the vSwitch on

which the port group exists.
4. Select the port group and click on the Remove selected port group icon.

Virtual Machines (0}

IVC.lab.local B 3 )
E%lLat: Settings | Networking | Storage | Alarm Definitions ‘ Tags | Permissions |
+ B Local ) ) -
§ host1lablocal > “ Virtual switches
[ hostz.ab.ocal Virtual switches .
& =
: » HEBEE S X0
£ TTYLIy Virtual adapters ” = =
B WinTemplate Switch Humber of Por
51 WinkP Pitysiral adaptars £t vSwitcho = 128
DNS and routing £t vewitch1 = 128
Advanced
. v
Standard switch: vSwitch1 (VM-Network)
e ¢
(€] jM-Network (i ] ¥ Physical Adapters
NID:— | [#8 vminic2 1000 Full (]
Wirtual Machines (0} 1 vmnic3 1000 Full (5]
2 Servers (]
VLAN ID: —
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A vSwitch with a VM port group acts similar to that of an unmanaged physical switch. Multiple
uplinks can be added to the vSwitch and they are connected to the physical switch. The
physical switch ports are configured with the required VLAN and they are placed in the trunk.
The default ports on the vSwitch are 128, but only 120 ports will be available and shown via
the GUI interface and the remaining 8 ports are reserved by VMkernel for its own use. The
VLAN ID would be in the range of 1-4094, but VLAN ID 4095 is also used by the vSphere
environment, which is called as virtual guest tagging. The use of VLAN ID 4095 can be used in
the guest OS that supports and understand the VLAN tags.

There's more...

There are multiple ways to create and configure vSS; it can be done either using ESXCLI
commands or VMware PowerCLI. Now, let's see some of the tasks which can be performed
using ESXCLI. Run the following SSH commands on the host using Putty:

» To create a new vSphere standard switch called vSwitch1:

esxcli network vswitch standard add -v vSwitchl

» To list all standard virtual switches and its associated port groups:

esxcli network vswitch standard list

» Tolist a port group currently associated with the standard virtual switch:

esxcli network vswitch standard portgroup list

» To list the information about all the VMkernel network interfaces:

esxcli network ip interface list
» To list the uplink adapters associated with the virtual switch:

esxcli network vswitch standard list

Creating VMkernel port groups

A VMkernel port group is created when an |IP-based storage is being used, and it is also
required when you configure vMotion and FT in the environment. By default, a VMkernel port
group is created when an ESXi host is deployed for Management traffic.

Getting ready

A separate IP address is required while creating the VMkernel port group, so have the IP
address, subnet mask, and default gateway ready.

(75}
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How to do it...

Now, let's look at the steps involved in creating a VMkernel portgroup:

Log in to the vSphere Web Client and browse to an ESXi host.
Click on the Manage tab.

Select the Networking tab, click on Virtual Switches, and click on the add
| host networking icon, as shown in the following screenshot, or navigate to
Actions | All vCenter Action | Add Networking:

< vCenter ~| X [J hosttablocal = Actions v

8 | & B 8 Getiing Statted  Summ&ry* Monitor | Manage | Related Objects

v (A vC lab local

vLab | Seflings | Neﬁnrurking | Storage | Alarm Definitions | Tags | Permissions [
~+ I Local

H hostilab.local AL Virtual switches
@ nostz.1ap.local S IEs /X @
E T—tmii. . Virtual adapters -:--.-iw;

4. Select the connection type as VMkernel Network Adapter, as shown in the following
screenshot, and click on Next.

[:| host1.lab.local - Add Networking

1 Select connection type Select connection type

Select a connection type to create.
2 Select target device

3 Connection settings (=) VMkernel Network Adapter

3a Port properies The VMkernel TCPAP stack handles traffic for the following ESXi services: v3phere wMation,
EhiE e iSCSI, NFS, FCoE, and host management.
sl | Physical Network Adapter
4 Ready to complete A physical network adapter handles the network traffic to other hosts on the network.

_) Virtual Machine Port Group for a Standard Switch
A port group handles the virtual machine traffic on standard switch.

5. Inthe Select target device screen, you will have the option to either use the Select
an existing standard switch, as shown in the following screenshot, or create a New
standard switch and click on Next:

Sz
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@ hosti.lab.local - Add Networking

¥ 1 Select connection type Select target device
Select a target device for the new connection.
2 Select target device
3 Connection settings (=) Select an existing standard switch
3a Port properies ; Browse . I
30 IPv4 settings

() Mew standard switch
4 Ready to complete

12

oo
i

6. If the New standard switch option is selected, you will be asked to select the physical
adapter for the vSwitch, as explained in the previous recipe. In the Port properties
screen, provide a network label, VLAN ID, and IP settings. Optionally, you can also
enable the following services, which are shown in the following screenshot:

o vMotion traffic

o Fault Tolerance logging

o Management traffic

o vSphere Replication traffic

[ hostt.lab.local - Add Networking 3

1 Select connection type Port properties
Specify VMkemnel port settings
2 Select target device

3 Connection settings

3a Port properties

VMEkernel port settings

Metwork label: [VMkemnel i
3b IPvd seftings L _— |
)
4 Ready to complete RN Mone (0} Fe
IF settings | IPva |+

Available services

Enable senices [[] vMation traffic
[[] Fault Tolerance logging
[[] Management traffic
[[]vSphere Replication traffic

7. The next step is to configure the IPv4 settings for the VMkernel port group; you have
the option to choose IPv4 or IPv6 or both.
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8. IfIPv4 is being selected, you can either set it to Obtain IPv4 settings
automatically or Use static IPv4 settings (recommended), which shown in the
following screenshot:

@ host1.lab.local - Add Networking

IPvd settings
Specify VMkernel IPvd settings.

W 1 Select connection type
W' 2 Selecttarget device

3 Connection settings (=) Obtain IPv4 settings automatically

v 3a Portproperties () Use static IPv4 settings

3b IPvd seftings

IPv4 address:

3c IPvE settings
Subnet mask;

4 Ready to complete
Default gateway for IPv4: 192.168.1958.2

DMS server addresses; 192.168.199.4

9. IfIPv6 is being used, select either Obtain IPv6 address automatically through
DHCP, Obtain IPv6 address automatically through Router Advertisement, or Static
IPv6 addresses, which are shown in the following screenshot:

@ host1.lab.local - Add Networking

1 Select connection type IPV6 settings
Specify VMkemnel IPvE settings.
W 2 Select target device
3 Connection settings (] Obtain IPVG address automatically through DHCP
W 3a Portproperties

[] Obtain IPv6 address automatically through Router Advertisement
v 2D IPv4 setfings [] Static IPvG addresses
3c IPv6 settings

4 Ready to complete

10. Click on Next when the IP address has been set.
11. In the Ready to complete screen, review the configuration and click on Finish.
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A VMkernel port group is used for the communication of the ESXi host, which we call as
management traffic. In addition to this, a VMkernel port group is required for the functioning
of vMotion, IP-based storage traffic, Fault Tolerance (FT), and vSphere replication. VMkernel
port groups can be created in the same vSS where the VM port group exists, or you can create
a dedicated vSS for the VMkernel traffic. A VMkernel port group has two different components:
a port in a vSS and in vmknic, where you need to assign an IP address.

It is recommended that you create a separate vSS with
i dedicated uplinks for the VMkernel port group traffic.

There's more...

Similar to creating a standard port group using ESXCLI, it is also possible to create a VMkernel
interface; the following are some of the commands that can be used:
» To create a port group called MGMTNET in a standard virtual switch vSwitchl:
esxcli network vswitch standard portgroup add -p MGMINET -v
vSwitchl
» To create a new VMkernel interface called VMK1 in the MGMTNET port group:
esxcli network ip interface add -i vmkl -p MGMTNET
» To configure the 192.168.0.76 IP (IPv4) address with the 255.255.255. 0 subnet
mask for a newly added VMkernel interface, vmk1:
esxcli network ip interface ipv4 set -i vmkl -I 192.168.0.76 -

N 255.255.255.0 -t static

» To set up a port group with the VLAN ID, 25, for the MGMTNET port group:

esxcli network vswitch standard portgroup set -p MGMTNET
-v 25

Modifying vSwitch properties

Sometimes you may need to modify the existing vSwitch properties, such as NIC speed and
the number of ports, or add an additional uplink to the vSwitch.
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Getting ready

Log in to the vCenter Server using the vSphere Web Client.

How to do it...

Now you will learn the steps involved in modifying the vSwitch properties.
The following steps will add an uplink to the vSwitch:

1. Select an ESXi host and click on the Manage tab.

2. Navigate to Networking | Virtual Switches and select the vSwitch to which the
uplink has to be added.

3. Click on the Manage the physical adapter connected to the selected switch icon.

FETvClablocal

vLab ‘ Setlings | Néiwoffing| Storage | Alarm Definitions ‘ Tags | F'ermlsswuns}
~ B Local

B hostt.lab.local > Virtuakswitches

"
D ES /X0

@ TTYLinux Virtual adapters
1 WinTemplate Switch Discovered lssuss
& WinkP Eivdcal gtnpius 7 vswitchDd =

DNS and routing £ vSwitch1 _

Advanced

4. Click on the + icon to add the adapter and select the adapter to be added and
failover order group from the drop-down menu. Then click on OK, as shown in the
following screenshot:

Add Physical Adapters to the Switch (x

Failover order group: | Active adapters | - J

Metwork Adapters
| an | Properies CDP LLDP
@ vmnict
= i Adapter Intel -
Ve Corporation
82545EM
Gigabit
Ethernet
Controller
(Copper)
Name vmnics
Location PCI02:06.0
By
OK || Cancel |

5. Click on OK to reconfigure the vSwitch.

@
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You can also edit the number of ports. By default, the vSwitch is configured with 128 ports. If
you want to change this number, perform the following steps:

Select the host and click on the Manage tab.

Navigate to Networking | Virtual Switches and select the vSwitch to which the port
has to be modified.

Click on the Edit Settings icon.

From the drop-down menu, change the Number of Ports, as shown in the following
screenshot, and click on OK:

£t vSwitch2 - Edit Settings

Numberotports: (128 | -
SR 22 “will nottake effect until the system is restarted.
Traffic shaping ) B4

MTU (Bytes):

Teaming and failover

256
512
1024

[ A host reboot is required for the changes to take effect. ]

By default, the physical NIC would be set to the Auto negotiate option, but sometimes you
willl need to set a fixed speed and duplex to avoid any network traffic issue. Perform the
following steps:

1.
2.

Select the host and click on the Manage tab.

Navigate to Networking | Physical Adapters and select the vmnic that has to be
modified.

Click on the Edit Adapter Speed icon.

(7]
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4. From the Configured speed, Duplex drop-down menu, select the appropriate speed
and duplex for the vmnic, as shown in the following screenshot:

Configured speed, Duplex: [m negotiate
10 Mb, Half Duplex
10 Mb, Full Duplex
100 Mb, Half Duplex
100 Mo, Full Duplex
1000 Mb, Full Duplex

Auto negotiate

When you add an additional uplink to the vSS, it provides a redundancy in the network in the
case of a physical NIC failure. However, if you want to have redundancy in the instance of
switch failure, it is recommended that you connect the uplinks to different physical switches
so that you have redundancy at both the host level and the switch level.

(&)
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Working with vSphere Distributed Switches

A vSphere Distributed Switch (vDS) is similar to a standard switch, but vDS spans across
multiple hosts instead of creating an individual switch on each host. The vDS is created at the
vCenter level, and the configuration is stored in the vCenter database. A cached copy of the
vDS configuration is also stored on each host in case of a vCenter outage.

Getting ready

Log in to the vCenter Server using the vSphere Web Client.

How to do it...

In this section, you will learn how to create a vDS, dvportgroup, and manage the ESXi host
using the vDS.

First, we will create a vSphere Distributed Switch. The steps involved in creating a vDS
are as follows:
1. Select the datacenter on which the vDS has to be created.

2. Navigate to Actions | New Distributed Switch...., as shown in the
following screenshot:

vmware® vSphere Web Client #® @

< vCenter [~] x Lab | Actiofis ~
] &) H | Q| ,.Geﬂing ot [l Actions - Lab
: ' T Add Host...
iy %4 Mew Cluster..

gSer\aers 5 New Datastore Cluster...

A datag

€3 VM Netwark — L New Distributed Switch_.
€3 Workstations machif 451 New Virual Machine... T
and org &

add hot 7@ Deploy OVF Template...
datacer 42 Migrate VM to Another Network...
Edit Default VI Compatibility...

vCentet

3. Enter the Name and location for the vDS and click on Next.

s
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4. Select the version for the vDS, as shown in the following screenshot,

and click on Next:

= New Distributed Switch

v 1 Name and location

2 Selectversion

3 Edit settings

4 Ready to complete

Select version
Specify a distributed switch version.

+) Distributed switch: 5.1.0
This version is compatible with YMware ESXi version 5.1 and later. The following new features
are available: Management Metwork Rollback and Recovery, Health Check, Enhanced Port
Mirroring, and LACP.

() Distributed switch: 5.0.0
This version is compatible with ViMware ESXi version 5.0 and later. The following new features
are available: User-defined network resource pools in Metwork /0 Control, NetFlow, and Port
Mirroring.

_) Distributed switch: 4.1.0
This version is compatible with ViMware ESX version 4.1 and later. The following new features
are available: Load-Based Teaming and Metwork /0 Control.

_) Distributed switch: 4.0
This version is compatible with ViMware ESX version 4.0 and later. The features supported by
later distributed switch versions will not be available.

If you have an older version of the ESXi host managed by
i vCenter, make sure you select the appropriate vDS version.

5. In the Edit settings page, provide the following details:
o Number of uplinks: This specifies the number of physical NIC of the host
which would be part of the vDS.

o Network I/0 Control: This option controls the input/output to the network
and can be set to either Enabled or Disabled.

o Default port group: This option lets you create a default port group. To
create one, enable the checkbox and provide the Port group name.

o Click on Next when finished.

= MNew Distributed Switch

v 1 Name and location

v 2 Selectversion

4 Ready to complete

3 Edit settings —_—
Mumber of uplinks: |4 =

Edit settings
Specify number of uplink ports, resource allocation and default port group.

Networkl/O Control: [ Enabled | = |
Default port group: M Create a default port group
Fort group name: E'Eiﬁ'?)r't'éFoup

6. Inthe Ready to complete screen, review the settings and click on Finish.

[
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The following steps will create a new distributed port group:

1. The next step after creating a vDS is to create a new port group if it is not been
created as part of the vDS. Select the vDS and click on Actions | New Distributed
Port Group.

2. Provide the name and select the location for the port group and click on Next.

In the Configure settings screen, set the following general properties for the
port group:

o Port binding: This provides us with three options, namely, Static, Dynamic,
and Ephemeral (no binding).

Static binding: This is selected when a VM is connected to the port
group where a port is assigned and reserved for the VM. Only when the
VM is deleted, the port is freed up.

Ephemeral binding: This port is created and assigned to the VM by the
host when a VM is powered on and the port is deleted when the VM is
powered off.

Dynamic binding: This is depreciated in ESXi 5.x version and is no
longer in use, but the option is still available in the vSphere Client.
o Port allocation: This can be set to either Elastic or Fixed.

Elastic: The default port is 8, and when all ports are used, a new set of
ports is created automatically

Fixed: The ports are fixed to 8, and no additional ports are created when
all ports are used up
o Number of ports: This option is set to 8 by default.

o Network resource pool: This option is enabled only if a user-defined network
pool is created; it can be set even after creating the port group.

o VLAN type: The available options are None, VLAN, VLAN trunking, and
Private VLAN.

None: This means that no VLAN is used
VLAN: This implies that VLAN is used and the ID has to be specified

VLAN trunking: This implies that a group of VLANSs is being trunked and
their respective ID have to be used
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Private VLAN: This menu is empty if a private VLAN does not exist; you
will learn more about Private VLAN later in this chapter

2, New Distributed Port Group

Configure settings
Setgeneral properties of the new port group

I 1 Select name and location

2 Configure settings

3 Ready to complete : | = me s
Port binding: Static binding v
Paort allocation Elastic v

@ Elastic port groups automatically increase or decrease the number of ports as needed

Number of ports: 2 =

Metwark resource pool: | (default) v |
VLAN

WLAN type None x;
Advanced

[[] Custamize default policies configuration

Select the Customize default policies configuration
checkbox if you wish to configure the security, load balancing
’ policy, and so on as part of the port group creation.

4. In the Ready to complete screen, review the settings and click on Finish.

The next step after creating a distributed port group is to add the ESXi host to the vDS. While
the host is being added, it is possible to migrate the VMkernel and VM port group from the
vSS to vDS, or it can be done later. Now, let's see the steps involved:

1. Select the Distributed Switch in the vSphere Web Client.

2. Navigate to Actions | Add and Manage Hosts.

3. Inthe Select task screen, select Add hosts, as shown in the following screenshot,
and click on Next:
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Select task
Select atask to perform on this distributed switch.

1 Select task

2 Selecthosts

Select physical network ,\:) Add hosts

sdapters Add new hosts to this distributed switch.
Select virtual network .

adapters () Migrate host networking

5 Validate changes Migrate networking of member hosts to this distributed switch.

(_) Remove hosts

SRR HIE TR Remove hosts from this distributed switch.

7 Ready to complete

O Add host and migrate host networking (advanced)
Add new hosts and migrate networking of member hosts to this distributed switch. Use this
option to unify the network configuration of new and existing hosts.

4. Click on the + icon to select hosts to be added and click on OK.

@ Incompatible Hosts I_-Q_
Haost Host State Cluster

O [ hosttablocal Connected ] Local
O [ host2lablocal Connected ] Local

5. Click on Next in the Select new hosts screen.

Select the physical network adapters, which will be used as an uplink for the vDS,
and click on Next.

7. Inthe Select virtual network adapters screen, you will have the option to migrate the
VMkernel interface to the vDS group; select the appropriate option and click on Next.

8. Review any dependencies on the validation page and click on Next.

9. Optionally, you can migrate the VM Network to the vDS port group in the Select VM
network adapters screen by selecting the appropriate option and clicking on Next.

10. In the Ready to complete screen, review the settings and click on Finish.

&1
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An ESXi host can be removed from the vDS only if there is no VM still connected to the
vDS. Make sure the VMs are either migrated to the standard switch or to another vDS.

The following steps will remove an ESXi host from the Distributed Switch:

1. Browse to the Distributed Switch in the vSphere Web Client.
2. Navigate to Actions | Add and Manage Hosts.

3. Inthe Select task screen, select Remove hosts, as shown in the following
screenshot, and click on Next:

1 Select task Select task
Select a task to perform on this distributed switch.

2 Select hosts

3 Ready to complete () Add hosts
Add new hosts to this distributed switch.

() Migrate host networking
Migrate networking of member hosts to this distributed switch.

(=) Remove hosts
Remaove hosts from this distributed switch.

O Add host and migrate host networking (advanced)

option to unify the network configuration of new and existing hosts.

Add new hosts and migrate networking of member hosts to this distributed switch. Use this

4. Click on the + icon to select new hosts to be removed and click on OK.

@ Incompatible Hosts

Host Host State
O [@ hosttlablocal Connected
O [§ hostzlablocal Connected

Cluster

] Local
EJ Local

5. Click on Next in the Select hosts screen.
6. Inthe Ready to complete screen, review the settings and click on Finish.

~[ee]
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When the entire host is being added to the vDS, you can start to migrate the resources from
vSS to vDS. The following steps will help you migrate from a Standard to a Distributed Switch:
1. Select the Distributed Switch in the vSphere Web Client.
2. Navigate to Actions | Migrate VM to Another Network.

3. Inthe Select source and destination networks screen, you have the option to
browse to a specific network or no network for source network migration. These
options are described as follows:

o Specific network: This option allows you to select the VMs residing on a
particular port group

o No network: This option implies that VMs that are not connected to any
network will be selected for migration

&2 Migrate Virtual Machine Networking

1 Select source and Select source and destination networks
destination networks Select source and destination netwarks for the migration of virtual machine network adapters

2 Select VMs to migrate

3 Ready to complete Source network
= Specific network
| Browse.. |

Allvitual machine network adapters that are connected to this net\n\rorl;(.will be migrated.

No network
Allvirtual machine network adapters that are not connected to any network will be migrated.

Destination network

| Browse.. |

4. Inthe Destination network option, browse and select the distributed port group for
the VM network and click on Next.

£2 Migrate Virtual Machine Networking

4 Select source and Selectvitual machines to migrate from Servers to PortGroup:
destination networks
Virtual Machine/Network Adapt... | NIGs Count Hast Destination Network
Ed 2 Select VMs to migrate 3
~ [ Allvirtual machines
[ IR AMELTE AR + (M WinTemplate 1 [ host2lablocal Accessible
» M WinxP 1 [ host2iablocal Accessible
v [ TTYLinux 1 @ host2.1ab.local Accessible

5. Select the VM to migrate and click on Next.

6. Inthe Ready to complete screen, review the settings and click on Finish.

7}
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vSphere Distributed Switches extend the capabilities of virtual networking. vDS can be
broken into the following two logical sections; one is the data plane and the other is
management plane:

» Data plane: This is also called the I/0 plane and it takes cares of the actual packet
switching, filtering, tagging, and all networking-related activities.

» Management plane: This is also known as the control plane. It is a centralized control
to manage and configure the data plane functionality.

There's more...

It is possible to preserve the vSphere Distributed Switch configuration information to a file.
You can use these configurations for other deployments and also as a backup. You can restore
the port group configuration in case of any misconfiguration.

The following steps will export the vSphere Distributed Switch configuration:

1. Select the vSphere Distributed Switch from the vSphere Web Client.
2. Navigate to Actions | All vCenter Actions | Export Configurations.

3. In Configuration to export, you will have the following two options. Select the
appropriate one.

o Distributed Switch and all port groups
o Distributed Switch only

Click on OK.
5. Exporting would begin, and once done, it would ask for saving the configuration.
Click on Yes and provide the path to store the file.

The import configuration function can be used to create a copy of the exported vDS from
the existing configuration file. The following steps will import the vSphere Distributed Switch
configuration file:

1. Select the Distributed Switch from the vSphere Web Client.

2. Navigate to Actions | All vCenter Actions | Import distributed port group.

3. Inthe Import Port Group Configuration option, browse to the backup file and
click on Next.

4. Review the import settings and click on Finish.
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The following steps will restore the vSphere distributed port group configuration:

1. Select the distributed port group from the vSphere Web Client.
2. Navigate to Actions | All vCenter Actions | Restore Configuration.
3. Select one of the following options and click on OK:

o Restore to a previous configuration: This allows you to restore the
configuration of the port group to your previous snapshot

o Restore configuration from a file: This allows you to restore to the
configuration from the file saved on your local system

4. Inthe Ready to complete screen, review the settings and click on Finish.

The export and import options can be automated using PowerCLI, and a
A scheduled task can be created to backup data on a daily or weekly basis.

Configuring Private VLANs (PVLAN)

A Private VLAN (PVLAN) is an extension of the standard VLAN and it provides further
segmentation of the broadcast domain by creating private groups. The private VLAN concept
is available in all the latest physical switches and also in vDS.

Getting ready

Log in to the vCenter Server using the vSphere Web Client.

How to do it...

In this section, you will learn how to create a PVLAN using the following steps:

1. Browse to the vDS in the vSphere Web Client.

Select the Manage tab and click on Private VLAN under Settings.

Click on Edit and click on Add in the Edit Private VLAN settings pop-up screen.
Enter the primary VLAN ID.

In the Secondary VLAN ID section, click on Add, enter the VLAN ID, and select the
VLAN type as Community or Isolated from the drop-down menu.

6. Click on OK.

ok 0D
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Once created, the Private LAN section should look similar to the following screenshot:

4 Private VLAN Edit...
Topology Q, Filte -
Properties Prirmary VLAN I3 Secondary VLAN ID VLAN Type

100 100 Promiscuous
NetFlow 100 101 Community
Port mirroring 100 102 |solated
Heaith check

The PVLAN is further divided into two different types:

» Primary PVLAN: This is the native VLAN, which is further segmented into a different
VLAN.

» Secondary PVLAN: This exists only under PVLAN, and there are three VLAN types
available under the Secondary PVLAN. They are as follows:

o Promiscuous: A device attached to the promiscuous PVLAN can send and
receive packets to any other device attached to the same Primary VLAN.

o Community: A device attached to the community PVLAN can send and
receive packets which are in the same Secondary PVLAN and to the device in
the promiscuous PVLAN.

o Isolated: A device attached to the community PVLAN can send and receive
packets only to the device in Promiscuous PVLAN.

Working with advanced networking

The vSphere advanced networking provides a good control over the vSphere environment.
Now let's see some of the things that can be done in vSphere.

Getting ready

Connect to the vCenter Server using the vSphere Web Client.

How do to it...

In this section, you will learn some of the advanced configurations, which are applicable only
for the vDS.

5]
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Network rollback
In vSphere 5.1, you get an option to rollback networking to a previous state if there is any
misconfiguration done on the host or vDS level, which could cause the host to get disconnected
from the vCenter. Roll back is available for both Standard and Distributed Switches:

1. Click on Actions | All vCenter Actions | Restore Configuration.

2. If the distributed port group or the uplink is to be restored from the vSphere Web
Client, select one of the following options and click on Next.

o Restore to a previous configuration
o Restore configuration from a file
3. If the distributed switch configuration is restored, select one of the following options
and click on Next.
o Restore distributed switch and all port groups

o Restore distributed switch only

4. Inthe Ready to complete screen, review the settings and click on Finish.

Network recovery
Recovery is performed directly on the host using DCUI when the host is disconnected
from vCenter. When a recovery is performed, a local port is created by the DCUI and the
connectivity to vCenter is restored. The following steps will perform a network recovery:
1. Log in to the DCUI of the ESXi host.
2. Select Network Restore Options under System Customization.
3. Select either Restore Network Settings, Restore Standard Switch, or Restore vDS.
4. Provide the VLAN ID and uplink to be used as required.

Working with NetFlow

NetFlow is a mechanism to identify the way the traffic flows. It is used to export the network
flow of the application, such as source, destination, protocol, and volume of network traffic,
to the collector device for analysis. It helps to ensure that we have the correct I/0 resource
for the application. NetFlow can be enabled at the individual port, port group, or at the uplink
level as follows:

1. Select the vDS in the vSphere Web Client.
2. Click on the Manage tab and select NetFlow under Settings.
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3. Click on Edit and configure the following parameters, which are then shown in the
following screenshot:

[m]

[m]

[m]

IP address: Specify the IP address of the collector appliance.
Port: Specify the port number used by the collector.

Switch IP address: If you want to use a single source for all the vDS traffic,
then specify the vDS IP address, otherwise each individual ESXi host
management address would be shown as a source in NetFlow.

Active flow export timeout: By default, the VDS would send the active
network flow to the collector device after 60 seconds.

Idle flow export timeout: By default, after 15 seconds of initial packets have
passed, the VDS will export the data.

Sampling rate: Specifies the frequency at which the data has to be
captured. If the rate is set to 5, every fifth packet would be captured.

Process internal flows only: By default this option is disabled. If it is
enabled, only the network activity of the VMs on the same host is collected.

4. Click on OK when finished.

= Lab-VDS - Edit NetFlow Settings 7
IP address:
Port 0 =

Switch IP address:

[ ] Assigning an IP address to the distributed switch enables the NetFlow
collector to interact with the distributed switch as a single switch, rather
than seeing a separate, unrelated switch for each associated host.

Advanced seftings

Active flow export timeout (Seconds): a0 :
Idle flow export timeout (Seconds): 15 :
Sampling rate: 0 :-
Process internal flows only: Disabled g

oK | Cancel

[
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Switch discovery protocol
With the help of switch discovery protocol, you can identify to which physical ports the
uplink is connected, and it also identifies some of the physical switch properties such as
device ID, software version, and so on. Two types of protocols are supported by vSphere.
They are as follows:

» Cisco Discovery Protocol (CDP): This is available on both vSS and vDS

» Link Layer Discovery Protocol (LLDP): This is available only on vDS
The following steps will enable the switch discovery protocol:

1. Browse the vDS in the vSphere Web Client.
2. Select the Manage tab, click on Properties under Settings, and then click on Edit.

3. Click on the Advanced section under Discovery protocol and perform the following
steps:

1. Select either Cisco Discovery Protocol or Link Layer Discovery Protocol
from the Type drop down, as shown in the following screenshot:

Discovery protocol

Type: (disabled) |-
(disabled)

Operation:

Cisco Discovery Protocal

Link Layer Discovery Protocal

Administrator contact

2. Select Listen, Advertise, or Both from the Operation drop down. Let's look
at each of these options:

Listen: This implies that the host will display information about the switch
port, but the vDS information is not available to the network administrator

Advertise: This implies that the vDS information is available to the network
administrator, but the Cisco switch port details are not available to the host

Both: The host will detect and display information about the Cisco switch
port and vDS information will be available to the network administrator

Discovery protocol
Type: | Cisco Discovery Protocol | v
Operation: Listen I
Listen
Administrator contact Advertise
|Eloth

4. Click on OK when done.

55}
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The switch discovery comes very handy when you need to get details about the physical
switch to which the host is connected for any troubleshooting purpose without engaging your
network team.

Enabling jumbo frames

If you are using an IP-based storage and if you want to increase the performance of the
storage network, then jumbo frames have to be enabled for the iSCSI or the NFS port group.

Getting ready

The physical switch ports carrying the traffic are set to the MTU size of 9000.

How to do it...

In this section, you will learn how to change the MTU size in both vSS and vDS.
The following steps will enable jumbo frames on vSS:

1. Navigate to Host | Manage tab | Networking | Virtual Switches.
2. Select the vSwitch and click on the Edit icon.
3. Inthe pop-up screen, change the MTU (bytes) value to 9000 and click on OK.

The following steps will enable jumbo frames on vDS:

1. Browse vDS in the vSphere Web Client.

2. Click on the Manage tab and select Properties under Settings.

3. Click on Edit.

4. Go to the Advanced section, change the MTU (bytes) value to 9000, and click on OK.

The Ethernet frame carried in the network is 1500 MTU, but in some cases, you may need to
increase the maximum frame size, especially when iSCSI- or NFS-based storage is used. By
enabling jumbo frame, the frame size can be increased up to 9000 MTU. Jumbo frames have
to be enabled end to end in the network, so make sure the physical devices support jumbo
frames traffic.

=
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There's more...

Alternatively, an ESXCLI command can be used to set the MTU size on the switch. The
following command can be used to set the MTU size to 9000 on vSwitchl:

esxcli network vswitch standard set -m 9000 -v vSwitchl

Configuring network policies

VMware provides a set of networking policies, which can be applied at the distributed port
group or at the vDS level.

Getting ready

Connect to the vCenter using the vSphere Web Client.

How to do it...

Let's see some of the policies that are applicable only for the vDS.

Port blocking policy
This policy allows blocking the ports from receiving and sending data. The policy can be
applied to an individual port, port group, or to a particular uplink using the following steps:
1. Select a vDS in the vSphere Web Client.
2. Click on the Manage tab and then on Ports.
3. Select the port that has to be blocked and click on Edit distributed port settings.
4

Select Miscellaneous and mark the Override check box in the Block port option,
which are shown in the following screenshot. Select Yes from the drop-down menu as
shown in the following screenshot:

Properties Block port: [] override | Mo

Security A\ Selecting Yes will shut down this port. This might disruptthe normal netwaork operations of the host or VMs using the port.
Traffic shaping

VLAN

Teaming and failover

Monitoring

5. Click on OK when done.
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Alternatively, if you want to block the entire port group, perform the following steps:

I R

Select the vDS in the vSphere Web Client.

Right-click on the vDS and select Manage Distributed Port Groups.
Select the Miscellaneous checkbox and click on Next.

Select the vDS port groups and click on Next.

In the Miscellaneous section, select Yes from the Block all ports drop-down menu
and click on Next.

In the Ready to complete screen, click on Finish.

This will shut down the ports that are part of this
i port group, so please be cautious.

Monitoring policy
NetFlow can be enabled or disabled on the port with the help of monitoring policy as follows:

1.
2
3.
4

5.

Select the vDS in the vSphereWeb Client.
Navigate to Manage | Ports.
Select the port that has to be monitored and click on Edit distributed port settings.

Select Monitoring and then select the Override check box. Select Enabled from the
drop-down menu.

Click on OK when done.

Alternatively, if you want to enable NetFlow for the entire port group, perform the
following steps:

1.

ok 0D

Select the vDS in the vSphere Web Client.

Right-click on the vDS and select Manage Distributed Port Groups.
Select the Monitoring checkbox and click on Next.

Select the DV port groups and click on Next.

In the Monitoring section, select Enabled from the drop-down menu and click on
Next.

In the Ready to complete screen, click on Finish.
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Resource allocation policy

The resource allocation policy allows you to associate a distributed port or port group with

a user-created network resource pool. This policy provides you with greater control over the
bandwidth given to the port or port group. This can be applied to a distributed port group level
or port level. Network 1/0 control should be enabled on the host, and user-defined network
resource pools should be created on the distributed switch to apply the resource allocation
policy at the distributed port group level or port level. This can be done as follows:

1. Select the vDS in the vSphere Web Client.
Navigate to Manage | Ports.

2
3. Select the port from the list and click on Edit distributed port settings.
4

Select Properties and enable the Override check box. Select the user-defined
network pool as shown in the following screenshot:

Name:

Securi B
2/ Network resource pool [/ Override | (defaulty v

Traffic shaping ‘

Description

VLAN TestVil's

Teaming and failover
Monitoring

Miscellaneous

5. Click on OK when done.

Alternatively, if you want to enable resource allocation for the entire port group, perform the
following steps:

Select the VDS in the vSphere Web Client.

Right-click on VDS and select Manage Distributed Port Groups.

Select the Resource Allocation checkbox and click on Next.

Select the DV port groups and click on Next.

ok NP

In the Resource Allocation section, select the user-defined network resource pool
from the drop-down menu and click on Next.

6. Inthe Ready to complete screen, click on Finish.

The vSphere networking policies are almost similar to the policies available in the physical
switches. Enabling the policy on the vSphere level provides an additional layer of security

to the virtual environment. The policies can be enabled at the virtual switch level or the
individual port group level. It is possible to override the policy at the port group level if virtual
switch level policies are applied.

o7}
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There's more...

In the previous section, you learned about the policy that was applicable only for the
Distributed Switch. Now, let's see the policies that are common for both the Standard and
Distributed Switches.

Security policy

It's a layer 2 security policy, and it determines how the inbound and outbound frames have
to be filtered. The policy can be set at the virtual switch level or the port group level, and in
case of vDS, it can be set only at the distributed port group level. So, we have three types of
security policies in vSphere:

» Promiscuous mode: It is set to reject by default, so the virtual adapter receives the
frames that are applicable only for them. If it's set to accept, the virtual adapter will
detect all the frames passed through the switch.

» MAC address changes: When a VM is created, it has been assigned with a MAC
address, which is written to the configuration (VMX) file. For any reason, if the guest
0OS MAC address changes, all the inbound traffic to the VM would be dropped if the
option is set to Reject, by default it is set to Accept.

» Forged transmits:The only difference to this policy and the MAC address changes
policy is that the outbound traffic from the VM to the vSwitch would be dropped if it
is set to Reject. By default, this option is also set to Accept.

Load balancing and failover policy
Using this policy, you can set how the load has to be distributed across the uplinks, and
you can set to re-route the network traffic in case of an uplink failure. You can perform the
following configurations in this policy:

» Load balancing

» Network failure detection

» Notify switches

» Failback

» Failover order
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General Load balancing: Route based on originating virtual port -
GATETEED MNetwork failure detection: Link status only -
SEEIL, Motify switches: Yes A
s Failback: Yes hd
VLAN
Failover order
Monitoring O i
Miscellaneous Active uplinks
[ Uplink 1
& Uplink 2
Standby uplinks
@8 Uplink 3
[ Uplink 4
Unused uplinks

Load balancing

This policy determines how the load is balanced between the NIC teams. We have four of the
following policies available, and only one of them can be configured at a time:

>

Route based on the originating virtual port: This is the default policy. It pins each
virtual port to a specific uplink and ensures that the VM traffic is flowing through the
same physical adapter. This policy doesn't provide any load balancing, and in the
event of an uplink failure, the traffic is routed through the other uplink associated
with the vSwitch.

Route based on IP hash: This policy assigns an uplink for communication based
on the source and destination IP addresses. A VM can use a different uplink when
communicating with a different destination IP address. It is necessary to have
EtherChannel configured on the physical switch if this policy is used.

Route based on source MAC hash: This policy assigns an uplink based on the source
MAC address. The policy can be best used when a VM has multiple virtual adapters
so that for multiple source MAC addresses, different uplinks are used.

Use explicit failover order: This policy doesn't provide any load balancing rather it
just specifies the order in which NIC has to be failed over incase an active NIC has
failed. The policy works in conjunction with Failover order.

Route based on physical NIC load: This policy is available only on vDS and the ESXi
chooses the uplink based on the current utilization of the physical adapter. If there is
more than 75 percent utilization for around 30 seconds, ESXi will re-assign a different
uplink for the VM traffic.

s
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Network failure detection

This policy determines how the network failure has to be determined, and there are two
methods available for the same. They are as follows:

» Link status only: This policy identifies if there is a failure in the link status, such
as a cable pull, physical switch failure, and so on. However, it does not detect any
configuration error beyond the directly connected switch.

» Beacon probing: This policy sends out Beacon probes to all the uplinks in the team
to identify an NIC failure or switch misconfiguration and a minimum of three NIC's
should be in team if beacon probing is enabled.

Do not use Beacon probing if IP-hash load balancing is used as you
may notice a network flapping error, and the ESXi hosts will lose their
T~ connection to the vCenter.

Notify switches

You have an option to set this configuration to Yes or No from the drop-down menu.
This policy would send a notification to the physical switch to update the MAC address table
on the physical switch in case of a failure in the NIC team.

Notify switches has to be set to No if you are using Microsoft
i Network Load Balancing (NLB) in a unicast mode.

Failback

You have an option to set this configuration to Yes or No from the drop-down menu. This policy
specifies if the adapter has to be returned to the active state after its recovery from failure.

Failover order

Here, you specify how to balance the load across different adapters. You can place the
adapters in standby, so they can be used if the active adapter has failed.
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In this chapter, we will cover the following topics:

» Implementing the iSCSI storage

» Implementing FC and FCoE storages

v

Configuring Raw Device Mapping
Managing VMFS and NFS datastores

v

v

Configuring the storage profiles of a virtual machine

Introduction

Storage is one of the key components of a virtual environment. ESXi supports two types of
storage, including local storage and network storage, such as Fibre Channel (FC), Fibre
Channel over Ethernet (FCoE), Internet SCSI (iSCSI), and Network File System (NFS). The
external shared storage is used to store virtual machine files remotely. These datastores are
concurrently shared across multiple hosts. The ESXi host formats its attached storage with
the Virtual Machine File System (VMFS) format. Virtual machines are made up of a set of
files and virtual disks, which are stored in the VMFS datastores. The ESXi hypervisor logically
abstracts the physical storage layer and provides storage to Virtual Machines. A virtual
machine uses virtual SCSI controllers to access the attached virtual disks. The two types of
storage that ESXi supports are as follows:

» Local storage: This can store the virtual machine files, templates and ISO files on
directly connected storage disks. These disks are directly connected to the ESXi host
using protocols such as SAS or SATA. This local storage cannot be shared among
multiple hosts. The ESXi host that owns the hard disk holds the single connection to
the storage disk.
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>

Network storage: This provides shared storage, which is one of the important
requirements for the vSphere environment. A lot of vSphere features, such as

High Availability (HA), Distributed Resource Schedule (DRS), vMotion, and Fault
Tolerance depend on the shared storage. vSphere supports different types of shared
storages such as Fibre Channel, iSCSI, and the Network file system.

VMware vSphere 5.1 was released with a lot of new storage capabilities to enhance the
features released with vSphere 5.0. The new storage features of vSphere allow integration
with the VMware products such as VMware vCloud Director and VMware View. The vSphere
5.1 storage enhancement brings improved scalability and performance capabilities to the
virtual environment, some of them are as follows:

>
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VMware vSphere VMFS-5 File Sharing Enhancements: This feature, which was
introduced with the release of vSphere 5.1, increases the maximum number of hosts
that can share a read-only file on a VMFS datastore from 8 to 32. This allows more
flexibility for VMware View and VMware vCloud Director by allowing the the linked
clone deployed from the base image to be hosted on any one of the 32 hosts sharing
the same datastore. Linked clones can be used for the fast provisioning of vCloud
Director vApps.

Space-Efficient Sparse Virtual Disks: This is a new type of virtual disk introduced
in vSphere 5.1. The main feature of this disk is to reclaim the previously used and
unused spaces within the guest operating systems. It also has the ability to set up
a virtual machine disk block allocation size based on the application's requirement.
As of vSphere 5.1, SE sparse disk type can only be used with VMware View.

All Paths Down (APD) condition-handling enhancements: This is another feature
that was added in vSphere 5.1, where a lot of enhancements were made to handle
APD and Permanent Device Loss (PDL). APD can occur when a storage device is
removed in an uncontrolled manner or when a device fails. This enhancement will
not allow hostd to hang when the storage devices are removed in an uncontrolled
manner. This is also enhanced with HA, to detect the PDL situation, and to restart
the Virtual Machines on other hosts which might not have this PDL situation on the
datastore. In addition to this, the ESXi host can determine the difference between
Permanent Device Loss and temporary device unavailability for iSCSI arrays.

Storage protocol supportability improvements: With vSphere 5.1, the ESXi host can be
installed and booted from a FCoE LUN using a software FCoE initiator. In vSphere 5.0,

it requires a dedicated FCoE hardware adapter to install and boot the ESXi server from
a FCoE LUN. Jumbo frames are now supported for all types of iSCSI adapters, including
software iSCSI adapters and dependent and independent hardware iSCSI adapters.

VMware vSphere Storage APls - Array Integration (VAAI): vSPhere 5.1
introduces enhancements to VAAI NAS to enable array-based snapshots to be
used for vCloud Director Fast-Provisioned vApps.VAAI is the vSphere storage API for
array integration. It enables us to off-load certain storage operations from the ESXi
host to the storage array.
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» Solid State Disk (SSD) monitoring: It is very important to monitor the Solid State
Drive (SSD) from the ESXi host. The ESXi 5.1 host has a smartd daemon which is a
SSD Self-Monitoring Analysis and Reporting Technology (SMART). It runs every 30
minutes and makes API calls to gather disk information. These events and statistics
are only available via the ESXCLI command line and not from the vSphere Windows
or Web Client.

» VMware vSphere Storage 1/0 Control and DRS enhancements: vSphere 5.1
enables interoperability between Storage DRS and vCloud Director. vCloud Director
can detect datastore cluster objects from Storage DRS and also SDRS can detect
linked clones. Storage DRS can be used with vCloud Director for initial placement,
space utilization, and 1/0 load balancing of fast provisioned vApps.

» VMware vSphere Storage vMotion enhancements: vSphere 5.1 allows up to four
parallel disk copies per Storage vMotion, while the previous versions of vSphere used
to copy disks serially.

Please refer to What's New in VMware vSphere 5.1 - Storage at http://www.vmware . com/
files/pdf/techpaper/Whats-New-VMware-vSphere-51-Storage-Technical-
Whitepaper.pdf to find out more about it.

Implementing the iSCSI storage

iSCSI is an IP-based storage network. iSCSI storage uses TCP/IP connections and components
such as iSCSI HBA adapters or network interface cards, network switches, and routers for the
storage traffic.

Getting ready

Make sure your iSCSI Storage is configured and can be accessed from the ESXi host. Connect
to your VMware vCenter server using the vSphere Web Client and browse to your ESXi host;
then select the ESXi host and click on the Manage tab.

How to do it...

We'll see the step-by-step procedure on how to configure the prerequisites for iISCSI Storage,
create the iSCSI datastore, and configure advanced properties of iSCSI Storage.

The following steps will show you how to add a software iSCSI adapter:

1. Select the Storage tab and click on Storage Adapters.
2. Click on the + sign to add new storage adapters.

3. Select Software iSCSI adapter from the dropdown to select the adapter type.
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4.

Confirm the selection and click on OK.

[ esxi-node2.lab.com = Actions ~

Getting Started  Summarny  Monitor | Manage Related Ohjects

| Settings | Networking | Storage | Alarm Definitions | Tags | Permissions

1 Storage Adapters
Stor: Adapt r, e
£ T =
Storage Devices . Software iSCS| adapter Type
Host Cache Configuration Sofh 557 ante Ultra320 SCSI
vmhbar SCSl
PllX4 for 430TX/440BXMX IDE Controller
ke vmhbal Block S¢Sl
B3 vmhba3z2 Block SCEI

Let us now see how to add a VMkernel adapter for the iSCSI network binding by performing

the following steps:

1.
2.

Select Networking and click on the Add host networking option.

Select VMKernel Network Adapter to create a connection type and then click
on Next.

Select an existing standard switch in the select target device page if you want to
add the port group into an existing virtual switch, as follows:

1. Click on Browse.
2. Select a standard switch from the list.
3. Click on OK.

Select a new standard switch in the select target device page if you want to add the

port group into a new virtual switch, as follows:
1. Select New standard switch and click on Next.

2. Select Number of ports from the dropdown if you want to change the
default number of ports and click on Next.

3. Click on the + symbol to add the network uplink adapter for this
virtual switch.
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4. Under the Failover Order Group, select Active adapter to add the first
uplink adapter for this virtual switch.

5. Select the Network Adapter from the list and click on OK.

Repeat the same steps if you want to add multiple network adapters for this
virtual switch and then click on Next.

5. Provide the network label for this VMKernel port group.
Select or enter the VLAN ID if you have configured any.

7. Inthe IPv4 settings page, select the method of IP assignment for this VMkernel
interface either via DHCP or Static IP settings. Specify the following information if
you chose the Static IP option:

1. Enter the IP address for the VMkernel interface.
2. Enter the subnet mask for the VMkernel interface.

3. The gateway address will be taken based on the information provided during
the installation. Edit the values if you want to change the default gateway
address.

4. The DNS server information is taken from the information provided during
the ESXi installation. Then click on Next.
8. Review your settings and click on Finish to create the VMkernel interface.

You can configure the Teaming and Failover order for iSCSI Storage binding by performing the
following steps:

Select Networking.

Click on the virtual switch where your VMkernel adapter exists and click on the virtual
switch diagram.

3. Select the VMKernel adapter and click on Edit settings.

4. Click on Teaming and failover and select the Override checkbox under
Failover order.
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5. Select only one adapter under Active adapters and move all the other physical
adapters under Unused adapters. The VMkernel adapter should have only one
active adapter and no standby uplink to be eligible for iISCSI HBA binding.

Q VYMkernelHiSCSI-1 - Edit Settings

Properties Load balancing [] override | Route hased on originating virtual port
Security Metwork failure detection: |:| Override | Link status only

Traffic shapi
ks Motify switches []override | Yes

‘eaming and fallover
Failback: [] override | fas

Failover order

[ Override

Active adapters
[ vmnic
Standby adapters
Unused adapters
vmnic2

Select active and standby adapters. During a failover, standby adapters activate in the order specified above.

oK Cancel |

6. Repeat the steps 3 to 7 for each VMkernel adapter to be bound with iSCSI HBA.
7. Click on OK.
You can bind the iSCSI storage adapter with the VMKernel adapter by performing the
following steps:
Select the ESXi host and click on the Manage tab.
Select the Storage tab and click on Storage adapters.

Select the software iSCSI adapter and click on the Network port binding tab under
the Adapter details section.

106




Chapter 4

4. Click on the + sign and select a VMkernel adapter to bind with this iSCSI adapter. You
can bind one or more VMkernel adapters with the software iSCSI adapter.

esxi-node2.lab.com - Bind vmhba33 with VMkernel Adapter (2]

VMkernel network adapter

T L ihA L al adantere rrambatibile with thae iS22 Aot Bindiare srrtivarmnante arnd available
Only whkernel adapters compatible with the ISCS] port binding requirements and available

phvsical netwark adapters are

Port Group Whdkernel Ad... Physical Metood Adapter

5 Management Metwork (Switchil) wrnkio wrnnicd (1 Ghit's, Fully
5 WhkernelSCSI-1 (vSwitch1) Wik wranict (1 Ghit's, Fully

- wmnic2 {1 Ghitfs, Fully
-- wimnic3 {1 Ghit's, Full)

VMKernel port binding

| Status | PortGroup  Switch  WMketnel Adapter  Physical Adapter

Fort group policy: ] Compliant

| oK || cancel |

5. Click on OK. It will recommend that you perform a Rescan of the iSCSI storage
adapter for the configuration changes to apply.

You can view the port binding details by performing the following steps:

1. Select the ESXi host and click on the Manage tab.
2. Select the Storage tab and click on Storage adapters.

3. Select the Software iSCSI adapter and click on the Network port binding tab under
the Adapter details section.

4. Click on View details.
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o o s~ wbd P

You can

N o oA W N

configure the dynamic iSCSI discovery by performing the following steps:

Select the ESXi host and click on the Manage tab.

Select the Storage tab and click on Storage adapters.

Select the Targets tab and click on Dynamic discovery.

Click on Add.

Enter the IP address or DNS name of the iSCSI target server and click on OK.
Rescan the storage adapter to list all the newly discovered targets.

configure the static iSCSI discovery by performing the following steps:

Select the ESXi host and click on the Manage tab.
Select the Storage tab and click on Storage adapters.
Select the Targets tab and click on Static discovery.
Click on Add.

Enter the Target's information and click on OK.

Rescan the iSCSI storage adapter. It will list all the devices discovered under the
static target added in the Devices tab.

create a datastore from the iSCSI Storage by performing the following steps:

Select the ESXi host and click on Actions.

Select All vCenter Actions and click on New Datastore.

Enter the Name for the datastore.

Select the type as VMFS datastore to provision a VMFS datastore.
Select the device from the list of storage devices available.

Select the VMFS version as VMFS 5.

Choose the partition configuration as Use all available partitions and click on Next.
The entire disk will be dedicated to a single VMFS datastore. All data currently stored
on this device will be destroyed.
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3 New Datastore i
+~ 1 Name and Location Partition Layout Datastore Details

+ 2 Type Partition Configuration | Use all available partitions | - |
+ 3 Device Selection Datastare Gize —_— |1m00 %i ca

~* 4 VIMFS Version

il 5 Partition Configuration

+ 6 Ready to Complete

MS-ISCSI-Storage1

Capacity 15.00 GB
Free Space’ 15.00 GB

(e J (Cren J (Crmen J [Coanee ]

8. Review the configuration information and click on Finish.

iISCSI SAN works in a client-server architecture. The iSCSI initiator works as a client, and it

is attached to the ESXi host. The iSCSI initiator issues SCSI commands to the iSCSI target,
which acts as a server. The iSCSI target server is a physical storage system on the network.
We can utilize the multipathing technique for an iSCSI storage redundancy. Even software
iISCSI adapters can be bound with one or more network adapters to utilize the multipathing
technique. iSCSI uses a unique naming convention in the following format: ign.yyyy-mm.
naming-authority:unique name. The following is an example of the naming convention:
ign.2000-03.com.lab.iscsi:cookbooktargetl.

Apart from discovering, adding, and binding network adapters to iSCSI storage, additional
tasks are to secure the iSCSI storage discovery using CHAP authentication methods. The
CHAP authentication will be only used for authentication purposes, and it will not encrypt any
data. Let's take a look at how to set up the CHAP authentication and configure the advanced
parameters of the iSCSI adapter and iSCSI target level.
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You can set up the CHAP authentication for the iSCSI adapter by performing the
following steps:

Connect to your vCenter server using the vSphere Web Client.

Browse towards your ESXi host.

Select the ESXi host and click on the Manage tab.

Select the Storage tab and click on Storage adapter.

Click on Properties and select Edit under Authentication.

Select the Authentication Method from the drop-down menu, which contains the
following options:

o None: When this option is selected, the ESXi host does not use the
CHAP authentication.

o Use unidirectional CHAP if required by target: This option implies that the
ESXi host prefers a non-CHAP connection, but if it is required by target, the
host can use a CHAP connection.

o Use unidirectional CHAP unless prohibited by target: The ESXi host prefers
the CHAP connection, but if the iSCSI target does not support CHAP, the host
can use non-CHAP connections.

o Use unidirectional CHAP: The ESXi host requires a successful CHAP
authentication. If the CHAP authentication fails, it will cause connection failure.

o Use bidirectional CHAP: This makes both the ESXi host and the target
support bidirectional CHAP.

o0k wN R

winhha33 - Edit Authentication ?

The initiator uses these settings for authentication for all targets unless otherwise overriden by the
specific target settings. Make sure thatthese parameters match on the storage side.

Authentication Method: | None i.’-:

Outgoing CHAP Credentid yso nidirectional CHAP if required by target
1| Use unidirectional CHAF unless prohibited by target
Use unidirectional CHAP
Use bidirectional CHAP

Incoming CHAP Credentials (initiator authenticates the target)

oK [ cancel |
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7. Configure the Outgoing CHAP Credentials. Select the Use initiator name checkbox
to use the CHAP name as the iSCSI initiator name.

8. Enter the outgoing CHAP Secret. If you selected the Use bidirectional CHAP option,
you have to configure both outgoing and incoming CHAP credentials.

9. Click on OK and rescan the iSCSI adapter.
You can configure the advanced parameters at the iISCSI adapter level by performing the
following steps:
Connect to your vCenter server using the vSphere Web Client.
Browse towards your ESXi host.
Select the ESXi host and click on the Manage tab.
Select the Storage tab and click on the Storage adapter.

I R

Select the Advanced Options tab and click on Edit.
6. Edit the advanced parameters you want to modify.

Please refer to the following link to find out more about the advanced parameters of iSCSI at
http://pubs.vmware.com/vsphere-55/index.jsp#com.vmware.vsphere.
storage.doc/GUID-7FCA31F2-FA13-4BFD-8057-5A36DC3FBC14 .html.

Do not make any changes to the advanced settings until it
s is recommended by VMware support.

Implementing FC and FCoE storages

Fibre Channel is a high-performance storage protocol that connects storage devices using a
high-speed network to the host servers. SAN includes Host Bus Adapters (HBA) attached to
the host servers, Fibre Channel switches, fabric cables and storage processors, and storage
disk arrays. Fibre Channel SAN uses the FC protocol to access the shared storage.

The FCoE protocol allows access to Fibre Channel LUNs over Ethernet frames. The FCoE
adapters can be used to access the Fibre Channel storage via Ethernet frames. There are
two types of FCoE adapters: hardware and software FCoE adapters. ESXi allows you to access
LUNs using software FCoE adapters without the need for dedicated FCoE adapters or HBAs if
you have a network adapter which supports partial FCoE offload.

Getting ready

Connect to your VMware vCenter server using the vSphere Web Client and make sure your
Fibre Channel storage is configured from the storage end and can be accessed from your
ESXi servers. Browse towards your ESXi host in the vSphere Web Client to perform the
following actions.
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How to do it...

We'll see how to add Fibre Channel storage and configure FCoE adapters and network
adapters to use with the FCoE adapter.

You can create the Fibre Channel datastore by performing the following steps:
1. Rescan your HBA adapters to detect all the configured Fibre Channel storage to
your ESXi host.
Select the ESXi host and click on Actions.
Select All v€enter Actions and click on New Datastore.
Enter the Name for the datastore.
Select the type as VMFS datastore to provision a VMFS datastore.
Select the Device from the list of Fibre Channel storage devices available.
Select the VMFS version as VMFS 5.

Choose the partition configuration as Use all available partitions and click on
Next. The entire disk will be dedicated to a single VMFS datastore. All the data
currently stored on this device will be destroyed.

O N O ok N

9. Review the configuration information and click on Finish.

You can configure the VMkernel adapter for the FCoE adapter by performing the
following steps:
1. Select the ESXi host and click on the Manage tab.
2. Select Networking and click on the Add networking option.
3. Selecting VMKernel Network Adapter to create a connection type and click on Next.

4. You can create a new standard switch in the select target device page by performing
the following steps:

1. Select the New standard switch option and click on Next.

2. Select the Number of ports from the dropdown if you want to change the
default number of ports and click on Next.

3. Click on the + symbol to add the network uplink adapter that supports FCoE.
4. Under the Failover Order Group, select Active adapter to add the first uplink
adapter for this virtual switch.
5. Select the network adapter that supports FCoE from the list and click on OK.
Provide the network label for this VMKernel port group

7. Select or enter the VLAN ID. It is always recommended to configure the FCoE traffic in
an isolated network.
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8. Inthe IPv4 settings page, select the method of IP assignment for this VMkernel
interface either via DHCP or static IP settings. Enter the following details if you chose
the static IP settings:

1. Enter the IP address for the VMkernel interface.
2. Enter the subnet mask for the VMkernel interface.

3. The gateway address will be set automatically based on the information
provided during the installation. Edit the values if you want to change the
gateway address.

4. The DNS server information is taken from the information provided during
the ESXi installation.
9. Review your settings and click on Finish to create the VMkernel interface.

You can add the software FCoE adapter by performing the following steps:

1. Select the ESXi host and click on the Manage tab.

Select the Storage tab and click on Storage adapters.

Click on the + sign to add a new storage adapter.

Select the Software FCoE adapter in the option to select the adapter type.
Confirm the selection and click on OK.

o o M wDd

Rescan the adapter to detect the storage devices in the FCoE adapter and
create a datastore, which is similar to creating a datastore from the Fibre
Channel storage device.

There's more...

NPIV (N_PortID Virtualization) is a Fibre Channel feature. NPIV enables you to have multiple
unique N_port IDs per physical HBA. With the use of NPIV, each VM can have a unique Fibre
Channel WWN (World Wide Number) to share a single physical HBA among Virtual Machines.
It allows a SAN administrator to perform zoning for individual VMs so that a VM can access
the Fibre Channel storage with direct access to the LUNs. There are a few requirements to
implement NPIV; they are as follows:

» To implement NPIV, the Fibre Switch connected to HBA should support NPIV
» HBA connected to an ESXI host should also support the NPIV feature

» Only RDM disks can use NPIV; virtual disks cannot be used with NPIV

» To implement NPIV, the physical HBA WWN on the ESXi server must have access to all
LUNs that are accessed by the Virtual Machines
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configure Fibre Channel NPIV for a virtual machine by performing the following steps:

Connect to your vCenter server using the vSphere Web Client.
Browse to your virtual machine.

Right-click on the powered off virtual machine and click on Edit Virtual
Machine Settings.

Click on VM Options and expand the Fibre Channel NPIV options.
Deselect the Temporarily disable NPIV for this Virtual Machine checkbox.
Select Generate new WWNs and specify the number of WWNs and WWPNSs.

Click on OK. Note down the number of WWNs generated to provide storage access to
the virtual machine.

Configure your storage to provide access to the virtual WWNs so that the virtual
machine can access the Storage LUNs directly with the use of virtual WWNSs.

1 Prod-DB - Edit Settings 2 b

| virtual Hardware | WM Options i SDRS Rules | vApp Options |

b oAdvanced Expand for advanced seftings

~ Fikre Channel MPIY

Fibre Channel Virtual Vivikls Yirtual rmachines running on hosts with Fibre Channel hardweare
that supports NP1V can be assigned virual Vs for advanced
features. These VWAks are normally assigned by the host or by
wenter Server.
|:| Temporarily disable NPV for this vitual machine.

The current WWH assignments were created by vCenter Server,
) Leave unchanged
() Generate new WWhs

Number of WWHNNs: |,

MNumbrer of WWPNs: 4

() Remove WWN assignment
WA Assignments:

Mode WM s
281200 0c:29:00:00:01, 28:1a:00:0c:29:00:00:02,
281 2:00:0c:29:00:00:03

Port A s:
28:12.00:0029:00:00:04, 28:12:00:00:28:00:00:05,
28:1a:00:00:29:00:00:06

Campatibility, ESXi 5.0 and later (/M version 8) [ K H Cancel ]
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Configuring Raw Device Mapping

Raw Device Mapping (RDM) is a method to provide direct access of iSCSI or Fibre Channel
storage LUN to a virtual machine. RDM is basically a mapping file placed in a VMFS volume,
which acts as a proxy for a raw physical storage device. A virtual machine can access the
storage device directly using RDM, and RDM contains metadata, which controls the disk
access to the physical device. The following are some of the use case scenarios for using
Raw Device Mapping;:

» For Microsoft cluster configuration in a virtual machine (virtual-to-virtual or
physical-to-virtual configuration)
» For configuring a virtual machine to use N_Port ID Virtualization (NPIV)

» For running the SAN management software (storage resource management
software, storage array snapshot software, replication software, and so on) inside
a virtual machine

» For any application running on a virtual machine that needs to access a device using
hardware-specific SCSI commands

» For any physical-to-virtual conversion operations by avoiding the migration of a large
data LUN to a VMDK

Getting ready

Connect to your vCenter server via the vSphere Web Client login.

How to do it...

We will take a look at the step-by-step procedure to attach a RDM disk to a virtual machine
and to configure a path policy for an RDM mapped LUN.

You can attach a Raw Device Mapping disk to a virtual machine by performing the
following steps:

1. Browse to the virtual machine in the vSphere Web Client.

2. Right-click on the virtual machine and select All vCenter Actions.

3. Choose Edit settings and then select Virtual Hardware.
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N o o

10.
11.

Choose an RDM Disk from the New device drop-down menu and click on Add.
From the list of available LUNs, choose a Raw LUN for your virtual machine.
Click on the newly added RDM disk to expand its properties.
Select the location from the drop-down menu to save the RDM disk:

o Store with the virtual machine

o Click on Browse to save it in a different location and select the datastore to

store this RDM disk

Choose one of the following compatibility modes for your RDM disk from the
Compatibility Mode dropdown:

o Virtual compatibility mode

o Physical compatibility mode

Verify the Physical LUN path and LUN ID.
Select the SCSI controller from the Virtual Device Node drop-down list.

Select any one Disk Mode from the following three options if you chose the
virtual compatibility mode. The Disk Mode option will be grayed out if you chose the
physical compatibility mode for your RDM disk.

o Dependent: This allows dependent disks to be included in snapshots.

o Independent - Persistent: This causes the changes to be immediately and
permanently written to the disk, which is similar to your physical hard disk.
Persistent disks are not affected by snapshots.

o Independent - Nonpersistent: This causes the changes made to the disks to
be discarded when powered off, reset, or reverted to the snapshot. Changes
to the disk are deleted when you power off or reset.
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12. Click on OK to create and attach the RDM disk to the virtual machine, as shown in
the following screenshot:

51 Prod-SQL-Database - Edit Settings b
| wirtual Hardwara | WM Options | SDRS Rules | wApp Options
b El\iideo card [Speciﬂt custom settings .'] =
b oe WMCI device
b Ciher Devices
- 2% New Hard disk =B [+
Lacation [Stnre with the wirtual maching Iv]
Cormpatibility Mode [\-firtual v]
FPhysical LLM fwmfsidevices/disksinaa BO003ME4 227 5dYael1 56483 1he 38809
Shares [Normal v] [1000
Limit- I0Ps Unlimited -]
virtual Device Mode  \2J [SCSI(D:1) Mew Hard disk :v]
Of ]
Disk Maode =) Dependent
Dependent disks are included in snapshots.
() Independent - Persistent
Changes are immediately and permanently written to disk.
Persistent disks are not affected by snapshots.
I Independent- Nonpersistant
Changes to this disk are discarded when you power off or
revert to the snapshot. o
bl e ( £ RDM Disk |+)][ a0 |
Cormpatibility; ESX 5.1 and later (0 version &) [ K ] [ Cancel l

You can configure the path policy for an RDM-mapped LUN by performing the following steps:

> w N

Browse to the virtual machine in the vSphere Web Client.

Right-click on the virtual machine and select All vCenter Actions.

Choose Edit settings and select Virtual Hardware.

Click on the RDM disk to expand the disk properties.
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5. Click on the Manage paths option in the multipathing setting:

E| esxi-node2.lab.com - Edit Multipathing Policies for naa.60003ff6422775d78d8d33ddicd07 7e?

Path selection policy:
[Fixed fitware) | ']

mMost Recently Used (Whiware)
Round Robin &Mwware)

ymhha33.COToL2 & Active (1) ign.1991-05 com.microsoftveenters-.. 2

6. Choose one Path selection policy among the following from the dropdown:
o Most Recently Used (VMware)
o Round Robin (VMware)
o Fixed (VMware)

7. Click on OK for the path policy selected in the virtual machine properties window to
apply the multipathing policy.

RDM is basically a mapping file that acts as a proxy for a raw physical storage device placed
in a VMFS volume. Raw Device Mapping works with two different compatibility levels. They
are as follows:

» Virtual Compatibility Level: In this mode, the mapped raw LUN looks similar to a
virtual disk stored in a VMFS volume to a guest operating system. VMkernel hides the
real characteristics of physical storage and only sends read and write operations to
the mapped device. The virtual compatibility mode is of a very flexible type. It allows
us to use features such as advanced file locking for data protection and snapshot
support for Virtual Machines.
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» Physical Compatibility Level: In this mode, the RDM works in exactly the opposite
way to the virtual mode. All the physical characteristics of the storage devices are
exposed to the guest operating system. In this mode, VMkernel simply passes all
the SCSI commands to the device. This physical mode RDM is useful in scenarios
such as running the SAN management software in the virtual machine and also in
the Microsoft cluster between virtual and physical servers. If you want to use a disk
capacity of more than 2 TB, you can use the physical compatibility mode. Along with
benefits, physical RDM has limitations while performing a storage vMotion of disks
larger than 2 TB. Also, disks larger than 2 TB cannot be converted to virtual disks
using clone, and snapshots of a virtual machine with physical compatibility mode RDM
are not allowed.

There's more...

Apart from the GUI, we will take a look at how to create RDM Mapping LUN using vmkfstools.

Let us see how to create a Raw Device Mapping using the vmkfstools command. First, identify
the pathname of the LUN to be used for the RDM. Use the following command to list all the
physical devices attached to the ESXi host:

1ls -1 /vmfs/devices/disks

Identify the LUN path for the RDM starting with naa . xxxxxxxxxxxxxxxxx and note down
the device ID to create the RDM disk. Verify and confirm the device ID and LUN size to create
the RDM and copy the device ID so that it can be used later. To create the RDM from the
available LUN, execute the following command:

vmkfstools -z /vmfs/devices/diks/<deviceid> /vmfs/volumes/<datastore-
name>/<VM-folder-name>/<rdmname>.vmdk

For example, take a look at the following command:

vmkfstools -z /vmfs/devices/disks/naa.xXXxXxXXXXXXXXXXXXXXXXXXXXXK
/vmfs/volumes/FC-datastorel/sqlprod/sqlprod-rdm0 .vmdk

Once an RDM disk is created, attach the RDM disk to a virtual machine using the Add
Hardware Wizard. Use the existing disk option to browse to the location of the RDM disk
and attach it to the virtual machine to use the RDM disk.

Managing VMFS and NFS datastores

VMFS stands for Virtual Machine File System. VMFS and NFS datastores are used to store
virtual machines running on ESXi hosts. Datastores are like logical containers that hide the
physical world of storage from Virtual Machines. The VMFS filesystem is also a clustered
filesystem. It can be shared across multiple ESXi hosts concurrently. Up to 128 ESXi hosts can
concurrently connect to a single VMFS datastore. vSphere5 uses the VMFS version 5. VMFS5
was released with a lot of improvement in performance and scalability as compared to VMFS3
available with the older version of vSphere.
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Getting ready

Connect to your vCenter server via your vSphere Web Client login. Browse towards your
datastore from the vSphere Web Client and select the datastore to expand its size. Select
Actions and choose Increase Datastore Capacity.

How to do it...

We will take a look at the step-by-step procedure to perform various operations to manage
the VMFS and NFS datastores via the vSphere Web Client.

You can expand the VMFS datastore (to use the storage capacity available within the same
storage LUN) by performing the following steps:

1. Choose the storage LUN which is marked as Yes in the Expandable section, as shown
in the following screenshot:

) MS-ISCSI-Storage1 - Increase Datastore Capacity (2 M
1 Select Device (@ Filter -~
2 Specify Configuration Mame LUN Capasity Hardwiare Aoseler.,  Drive Type Expandatle
3 Ready To Complete MSFTISCEID ] 1500 GE  Motsupported Mon-280 Tes
MSFTISCSID 1 5.00GH  MNotsupported Mon-550 Mo
2items
]
[ E H Mext ][ ” Cancel ]
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2. From the Partition Configuration drop-down menu, choose Use 'Free Space xx.xx GB'
to expand the datastore, as shown in the following screenshot:

(2 MS-iSCSI-Storage1 - Increase Datastore Capacity 7 b
+ 1 Select Device Partition Layout Datastore Details
o Partition Configuration :_uSe‘Free space 3.00 GB to expand the dalastore v _:

3 Ready To Complete MS-iSCSl-Storage 1 Increase Size by —_— |3.00 : GB

© The datastore already occupies one or more extents on this device. Selecting free space
adjacentto an extentin the datastore will expand that extent. Selecting any other option will add
a new extent to the datastore

Capacity. 15.00 GB
Free Space 300GB

N T B )

3. Adjust the Increase size by option as per your requirement.

4. Click on Next and review the information.

5. Click on OK to increase the capacity of the datastore.
You can extend the VMFS datastore (to use the storage capacity available within the different
storage LUN) by performing the following steps:

6. Choose the storage LUN that is marked as No in the Expandable section.
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7. From the Partition Configuration dropdown, choose Use all available partitions, as
shown in the following screenshot:

| MSISCSI-Storage - Increase Datastore Capacity 3 0
+ 1 Select Device Partition Layout Datastore Details
v Partition Configuration Use all available prart'nirons =

3 Ready To Complete Increase Size by — (500 ' cB

6 There is no extent of the datastore on this device. Selecting any configuration oplion will add a
new extent to the datastore

MS-SCSI-Storage1

Capacity: 5.00GB
Free Space: 500GB

R ) | )

8. Adjust the Increase size by option as per your requirement.

9. Click on Next and review the information.

10. Click on OK to increase the capacity of the datastore using the extend option.
If you unmount a datastore from the ESXi host, it is no longer seen only from the hosts that
you specify the datastore to unmount from. It will remain connected to the other hosts that
remain mounted. Be cautious when performing this step in production environments. You can
use the following steps to unmount a VMFS datastore:

1. Browse towards your datastore from the vSphere Web Client.
Select the Datastore to unmount.
Select Actions and choose All vCenter Actions.
Click on Unmount Datastore.
Select the ESXi hosts that you want to unmount the datastore from.

Click on OK.

o o~ wDd
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You can mount a VMFS datastore by performing the following steps:

o 0N

6.

Browse towards your datastore from the vSphere Web Client.
Select the Datastore to unmount.

Select Actions and choose All vCenter Actions.

Click on Mount Datastore.

Select the ESXi hosts that you want to mount the datastore on.
Click on OK.

The VMFS file browser can be used for various purposes, including for viewing or searching
the datastore content. It can also be used to upload and download files from your datastore to
your local desktop or vice versaand to delete the files from the datastore. Register your Virtual
Machines stored on the datastore to the vCenter inventory and also to use the inflate option
to convert the disk format from thick to thin and thin to thick. To use a file browser in vSphere
Web Client, the client integration must be installed by performing the following steps:

1.
2.
3.
4.

5.

Browse towards your datastore from the vSphere Web Client.
Select the Datastore to browse.
Select Actions and choose File browser.

Click on Install the client integration plug-in to enable the file transfers
and follow the installation instructions.

Once it is installed, you can upload, download, and delete the files using the VMFS
file browser.

You can create an NFS datastore by performing the following steps:

1.
2.
3.
4.
5.
6.

Browse towards your ESXi host.

Select the ESXi host and click on Actions.

Select All vCenter Actions and click on New Datastore.
Enter a Name for the datastore.

Select the type as NFS datastore to create an NFS datastore.

In the configuration information option page, enter your NFS server's IP address or
host name in the server option.
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7. Enter the complete folder path of your NFS mount. If you want to mount the NFS
as read-only, select the Mount NFS as read-only checkbox, as shown in the
following screenshot:

3 Mew Datastore

~ 1 Name and Location
NFS Share Details
v 2 Type

viEE

4 Ready To Complete

Server.  [192.168.0.20
E.u:nas, nas.itocom, 192.168.0.1 or FESD:0DID: 285 FF FESA4CAZ
Folder  [ifsmounticonkbooknfs |

E g tvnlsfvolDidatastore-001

/i 'fa datastore already exists in the datacenter for this NFS share and you intend to configure the same datastore on new hosts,
make sure thatyou enter the same input data (Server and Folder) that you used for the original datastore
Different input data would mean different datastores even ifthe underlying NFS storage is the same

Access Mode

[ Mourt MFS as reat-only

oo J[Cvee J [0 ) [Comee )

8. Review the options and click on Finish to create the NFS datastore.
If you unmount an NFS datastore from the ESXi host, it is no longer seen only from the hosts
that you specify the datastore to unmount from. It will remain connected to the other hosts
that remain mounted. You can unmount an NFS datastore by performing the following steps:
Browse towards your datastore from the vSphere Web Client.
Select the NFS Datastore to unmount.
Select Actions and choose All vCenter Actions.
Click on Unmount datastore.
Select the ESXi hosts that you want to unmount the datastore from.

Click on OK.

o g M~ wbd
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The datastore which is created from the locally attached disk or directly attached storage.
The Fibre Channel LUNs and iSCSI storage LUNs are formatted with the VMFS filesystem, but
the datastore created from the NFS storage will not be formatted with the VMFS filesystem.
ESXi supports two file systems to store the virtual machine: VMFS and NFS. Basically, shared
storage of either VMFS or NFS datastore is required to support the advanced features of
vSphere, including vMotion, svMotion, High Availability (HA), and Distributed Resources
Scheduler (DRS). They are also required to store media files, such as ISO images, templates,
and clones, in a centralized location to simplify the virtual machine provisioning.

There's more...

With the release of vSphere 5, VMFS5 brings lots of performance and scalability
improvements as compared to the older version of VMFS filesystems. You are required
to upgrade your VMFS version 5 to utilize the new features of VMFS5. There are few
requirements that need to be taken care of before upgrading VMFS to version 5. These
requirements are as follows:

» VMFS3 can be directly upgraded to VMFS5, but if you have VMFS2, then it needs to
be upgraded to VMFS3 first

» All ESXi hosts accessing that datastore should support the VMFS5 version

» The datastore to be upgraded should have at least 2 MB of free blocks available and
one free file descriptor

Please refer to the following article to find out the difference between native VMFS5 and
VMFS5 upgraded from VMFS3:

http://www.vmwarearena.com/2013/07/difference-between-upgraded-vmfs-
5-and.html

You can upgrade from VMFS3 to VMFS5 by performing the following steps:

1. Browse to your datastore from the vSphere Web Client.
2. Select the VMFS datastore to upgrade.
3. Select Actions and choose All vCenter Actions.
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4. Choose Upgrade to VMFS5, as shown in the following screenshot:

[I] es=i-node2lab.com | Actions ~

il
b

Getting Started  Summary  Monitor  Manage | Related Objects

Top Level Objects | Virtual Machines | VM Templates | vApps | Datastores | MNetworks | Distributed Switches |

8|4 @ B E B | gAcdons ~ Q Filt -

Mame [ Actions - FC-MS-Starage? Datastore Cluster Device

B datastorel (1) b7 Registerv.. mpxymihal
B MS-iSCS-Storaget g File Browser naa BO003RE
£ FC-Ms-Storage2 I Matiage Stor0e Ritad T naaBO0D3ME

& #ssign Storage Capability..
B Increase Datastore Capacity...

Mowve To...
Rename...
<@ Assigntag...
Alarms 3

Al wCenter Actions »
' " B Unmount Datastore

B Increase Datastare Capacity
Caonfigure Storage 10 Contral...

gy Redistar ..

g File Browser

E‘_j Manage Starage Providers

i@ Assion Storage Capability...
Upgrade to YMFS-5..

5. Review the validation and make sure that validation status is Validation succeeded.
6. Click on OK to upgrade to VMFS5.

Configuring the storage profiles of a

virtual machine

Profile-driven storage is a feature of vSphere5, which allows you to deploy the Virtual
Machines in the right datastore based on the capabilities of the datastore. Let's assume that
you have a production database that always needs to be placed in the high-performance
storage devices. You can assign the storage profiles while provisioning the virtual machine, or
you can manually assign the storage profiles to the virtual machine to ensure that the virtual
machine are always placed on the assigned storage devices which match the capabilities.
Even during storage migration, you can ensure that it moves to the right storage. At anytime,
you can verify the compliance of storage profiles for your virtual machine and take the
respective actions to move the VM back to its assigned storage profile.
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Getting ready

Connect to your vCenter server via the vSphere Web Client login.

How to do it...

We will take a look at the step-by-step procedure to configure virtual machine storage profiles.
You can add user-defined storage capabilities by performing the following steps:

1. Atthe home page, click on Rules and Profiles and select VM storage profiles.
2. Click on the Create, Remove or Edit storage capabilities icon.

3. Click on the + symbol to add new storage capabilities, as shown in the
following screenshot:

Manage Storage Capabilities (2)(x)

vCenter Server. | vcenterS lab.com | -

Starage capabllities are a group of parameters that a datastore guarantees. Capabilities can be systern-defined or user-defined. Supported storage systems assign system-defined
capahilities to a datastore and you cannot modify themn. You can add, remove and edit user-defined storage capabilities and later associate them with datastores.

L By~ id Filter =
Capability Name Description Type

High_awailable _Tier! _Stoarge This i higlhy vailable and fault tolerance storage User-Defined

High_awailable_Tisr2_Storage This iz high avaibale tisr 2 stoarge User-Defined

4. Enter the name and description for the new user-defined capabilities.
5. Click on OK.

You can assign the user-defined storage capabilities to a datastore by performing the
following steps:

1. Browse towards your storage and choose the datastores from the list.

2. Right-click on the datastore and choose the Assign Storage Capability option.
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3. Choose one of the storage capabilities from the dropdown or create one new
capability to assign to your datastore, as shown in the following screenshot:

] MS.iSCSl-Storage1: Assign User-Defined Storage Capability 7
Capability Mame: i?dune [ » | | &b New..
Description:

High_Available _Tierl_Stoarge
High_Available_TierZ_Storage
[ ok |[ cancel |
4. Click on OK.

You can remove the user-defined storage capabilities by performing the following steps:

1. Onthe home page, click on Rules and Profiles and select VM storage profiles.
2. Click on the Create, Remove or Edit storage capabilities icon.

3. Select the storage capability from the drop-down list.

4. Click on the remove icon and then on OK.

You can enable the virtual machine storage profiles by performing the following steps:

1. Onthe home page, click on Rules and Profiles.
2. Select VM storage profiles and click on Enable VM storage profile.

3. Choose your vCenter server from the dropdown, and it will display all the
hosts that are licensed to use storage profiles.

4. Choose the hosts or clusters from the list and click on Enable.

5. Make sure that the status of the hosts and clusters is changed to Enabled for Virtual
Machine storage profiles.

128




Chapter 4

You can create the virtual machine storage profiles by performing the following steps:

1. Onthe home page, click on Rules and Profiles and select VM storage profiles.
2. Click on the Create VM storage Profiles icon and select the vCenter server.

3. Enter the Name and Description for the virtual machine storage profile, as shown in
the following screenshot:

Create Hew VM Storage Profile ]

vCenter: weenterslabcom |«

Narme: [High_available _Tierl_Storage ;
Description: This storage devices are highly redundent and faulttolernace
Storage Capabilities: [ ClearAll | [ SelectAll | [y~ Q Filter -
Hame Type
| High_Awvailable _Tierl _Stoarge Uzer-Defined
=] High_Awvailable_TierZ_Storage User-Defined

oKk || cancel

4. Select the storage capabilities to include in the storage profiles.
5. Click on OK to create the virtual machine storage profile.

You can apply the virtual machine storage profiles by performing the following steps:

1. Browse to the virtual machine from vSphere Web Client.

2. Select the virtual machine to apply the VM storage profiles to.
3. Click on the Manage tab and select Profiles.

4. Click on Manage storage profiles.
5

Select the storage profile from the Home VM Storage Profile dropdown.
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6. Click on Propagate to disks to apply the same storage profile to VMDK, or you can
apply different profiles to different VMDK disks.

(1 PROD-SQL-DB: Manage Storage Profiles

The Hame WM Storage Profile applies ta the virual machine canfiguration files.

Horme WM Storage Profile: | High_available _Tier1_Storage | = || Propagate to disks |

Optionally, select a Virtual Disk and apply a separate Vi Storage Profile to it
W Storage Profiles forVirtual Disks:  piagame bl Storage Profile

Hard disk 1 Hlgh_available _Tierl_Starage

7. Click on OK.

Virtual machine storage profiles ensure that the assigned Virtual Machines are always placed in
the right datastore based on the storage capability of the datastore. Follow the ensuing steps to
create and assign user-defined storage capabilities and virtual machine storage profiles:

1. If you don't have system-defined storage capabilities that are a part of storage
devices, create user-defined storage capacities.

2. Associate the user-defined capabilities with the datastores available on your
vCenter server.

3. Enable the virtual machine storage profiles for the host or clusters in your vCenter
server.

4. Create a virtual machine storage profile by defining the storage capabilities created in
the previous steps.

5. Associate a virtual machine storage profile to virtual machine and virtual disks.

6. Verify whether your virtual machine and virtual disks are compliant as per the
associated virtual machine storage profile.
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There's more...

You can check the status of the virtual machine storage profile compliance:

1. Connect to the vCenter server using the vSphere Client.
On the home page, click on Rules and Profiles and select VM storage profiles.
Click on any storage profile and then on the Monitor tab.

Click on Check Compliance Now.

ok 0D

Check the compliance status of the virtual machine, as shown in the
following screenshot:

dle phere 2D e =

ir M Storage Profiles X II High_available _Tier1_Storage = Acfions
High_available Tierl_Storage

‘ 1 Virtual Machines

Getting Started  Summary | Monitor | manage Related Chjects

Refresh  Check Compliance Now [fy~ *= "=
ul VIt Templates il Hame Compliance Status Last Checked
~ 1 PROD-3QL-DE

th wm horme « Compliant B 32013 12:68 PM

B Hard disk 1 + Compliant B 2013 12:89 FM

6. Make sure that the virtual machine and virtual disks are compliant for the applied
storage profiles.







Resource Management
and High Availability

In this chapter, we will cover the following topics:

» Preparing hosts for vMotion

» Implementing resource pools

» Implementing Distributed Resource Scheduling (DRS)
» Implementing Distributed Power Management (DPM)
» Implementing High Availability (HA)

» Implementing Storage Dynamic Resource Scheduling (SDRS)

Introduction

The main goal of virtualization is to utilize the underlying hardware efficiently. The need for
resource management arises from overcommitment of resources such as CPU and memory.
Over commitment of resources is allocating more resources than the actual capacity. vSphere
resource management allows you to dynamically allocate resources so that you can use the
available capacity more efficiently. We will take a look at resource management features, such
as resource pools and Dynamic Resource Scheduling (DRS), of vSphere.

Business availability is one of the needs of the modern datacenter. vSphere provides high
availability to virtual machines running on ESXi hosts and applications running on a virtual
machine's guest operating system. vSphere provides intelligent high availability solutions
such as vSphere High Availability (HA) to keep the business continuity of your datacenter
more efficient.
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Preparing hosts for vMotion

vMotion allows you to migrate your running virtual machines between ESXi hosts without

any downtime. Shared storage between ESXi hosts is one of the strong requirements for
migrating the virtual machines with vMotion. With vSphere 5.1, vMotion allows you to migrate
live virtual machines, including memory and storage between ESXi hosts, without any need of
shared storage.

Getting ready

Connect to your VMware vCenter Server using the vSphere Web Client.

How to do it...

We'll demonstrate a step-by-step procedure to prepare hosts and virtual machines for
vMotion, along with the detailed steps, by initiating vMotion of the virtual machine:

1. ESXi hosts must be licensed for vMotion. The host must be licensed with vSphere
Essential Plus, Standard, Enterprise, or Enterprise Plus license.

2. DRS and DPM use the traditional vMotion for migration operations. So the ESXi
hosts should be attached with shared storage such as Fibre Channel (FC), Internet
Small Computer System Interface (iSCSI), or Network filesystem (NFS) between
the ESXi hosts.

3. Source and destination hosts must be configured with the VMkernel port group for
vMotion traffic:

[ wmk1 - Edit Settings ?
Avaitable services
NIC settings
. Enahle semices: [w/] vMotion traffic
IEv: Seitmg:s D Fault Tolerance logging
IPv6 settings [] Management traffic
Validate changes ["]wSphere Replication traffic

oKk || cancel
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Network labels used for the virtual machine port group should be the same across
ESXi hosts if you are using standard switches.

Virtual machines must have access to the same subnets on source and
destination hosts.

The source and destination hosts must be members of all distributed switches that
Virtual machines use for networking if you are using vSphere distributed switches.

The source and destination host should have a CPU from the same family and
the same vendor because vMotion between multivendor CPUs (Intel and AMD) is
not possible.

The following steps have to be performed to prepare a virtual machine for vMotion:

1.

Virtual machines must have access to the same subnets on source and
destination hosts.

Source and management network IP address families of the ESXi host must be the
same, either IPv4 or IPv6.

A virtual machine configured with a raw disk for clustering cannot be migrated with
vMotion.

Virtual machines connected with a CD drive, which is backed by the physical CD drive
on the source ESXi host, cannot be migrated with vMotion. It must be disconnected
before initiating vMotion. It is also applicable for other devices that are not accessible
on the destination host.

Connection of Virtual machines should be migrated with the device, which is backed
by a device on the client computer. You must disconnect the device before initiating
vMotion.

Virtual machines, which are connected to the physical USB device on the host, can be
migrated with USB devices. You must enable the devices for vMotion.

Virtual machines configured with a virtual CPU performance counter can be migrated
only to the destination host, which has compatible CPU performance counters.

For performing vMotion of a virtual machine with shared storage, the following steps have to
be performed:

1.
2.

Browse towards your virtual machine in the vSphere Web Client.
Right-click on the VM and select Migrate.




Resource Management and High Availability

3. Select the Change host option from Select Migration type:

[ DCOD1 - Migrate

4 1 Select Migration Type
2 Select Destination Resource (&) Change host

3 Roviow: Selechiods howve the virtual machine to anather host

) Change datastore
Mave the vitual machine's storage to anather datastore
\_J) Change bath host and datastora

Mave the virtual machine to another host and move its storage to another datastare

[ s J[ wee [ e J canea ]

4. Select the Cluster, host, resource pool, or vApp options as the destination of this
virtual machine migration.
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5. Select the Allow host selection within this cluster checkbox to specifically choose
the host from the cluster for this migration, and then click on Next:

1 DCOD1 - Migrate B
+ 1 Select Migration Type q e
"4 2 Select Destination Resource ——
v [Hucenterslab.com
v 3 Select Host « [f Cloud-Datacentar
A BRI S Nt : Selectthe cluster, hast, resource pool, arvApp as the
destination of this vidual machine's migration.
Compatibility:
@ Compatihility checks succeeded.
[ aliow host selection within this cluster
[ Back ] l Mext ] [ l l Cancel ]

6. Select the specific host from the list and verify whether the compatibility checks have
succeeded, and then click on Next.

7. Review the selection and click on Finish to initiate the vMotion migration of a
virtual machine.
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8.

Verify that the recent task is showing the status of a recent migration (Relocate
virtual machine) completed successfully with a green check:

= [¢] Recent Tasks |

All Running Failed
Felocate vidual machine
CoZ:00

Exit maintenance mode

@4 B4

esxi-nodel lab.cam

My Tasks = More Tasks

vMotion migrates the live virtual machine from one host to another without any downtime.
vMotion uses the pre-copy iterative approach to transfer the memory contents of the virtual
machine. There are phases in transferring the virtual machine's memory; they are explained
as follows:

>
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Guest trace phase: During this phase, the virtual machine guest memory is
staged for migration. Traces are placed on the guest memory pages to track the
modifications performed by the guest during migration.

Pre-copy phase: During this phase, a virtual machine continues to run on the source
ESXi host and it actively modifies its memory state on the source ESXi host. Memory
contents of the virtual machine are copied in an interactive process from the source
ESXi host to the destination ESXi host. Each iteration copies only the modified
memory pages that were modified during the previous iteration.

Switch-over phase: During this phase, the virtual machine is temporarily quiesced on
the source ESXi host, the last set of memory changes are copied to the destination
ESXi host, the virtual machine is resumed on the target ESXi host, and it continues to
run on the target ESXi host without any downtime to the applications running on the
virtual machine.
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There's more...

With vSphere 5.1, vMotion allows you to migrate the live virtual machines, including memory
and storage between ESXi hosts without any need of shared storage. This feature is called
Shared Nothing vSphere vMotion. Let's take a look at the detailed step-by-step procedure to
initiate vMotion without shared storage between the source and destination ESXi hosts.

In order to perform vMotion without shared storage, the following steps have to be performed:

1. Browse towards your virtual machine in the vSphere Web Client.
2. Right-click on the VM and select Migrate.

3. Select the Change both host and datastore option from Select Migration Type:

(1 win2k3-prod - Migrate

vEEE

2 select Destination Resource \J Change host
3 Select Datastare Move the virtual machine to another host
+ 4 Select vMotion Priority ) Change datastore
5 Review Selections Move the vitual machine's storage 1o another datastore

2) Change hath host and datastare

Move the vittual machine to another host and move its storage to another datastore

[ J[ et ]| | Lancat ]

4. Select the Cluster, host, resource pool, or vApp options as the destination of this
virtual machine migration.

5. Select the Allow host selection within this cluster checkbox to specifically choose
the host from the cluster for this migration, and then click on Next.

6. Select the specific host from the list and verify that the compatibility checks
succeeded; then click on Next.
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7. Select the datastore from the list of available datastores. If you want to change the
virtual disk format during this migration, select the Disk Format type from the Select
virtual disk format dropdown and choose one of the following disk formats from the
available options, as shown in the following screenshot:

o Same format as source
o Thick Provision Lazy Zeroed
o Thick Provision Eager Zeroed

a Thin Provision

{51 win2k3-prod - Migrate

B 1 Select Migration Type Selectvirtual disk format | Same format as source

~" 2 Select Destination Resource VI Storage Profile:

+ 3 Select Host The following datastores 1

Same format as source

Thick Provision Lazy Zeroed

virtual maching configurat Thick Provision Eager Zeroed

atvou selected. Select the destination datastore forthe

4 Select Datastore
Thin Provision
+ 5 Select vMotion Priority Name apaTy
6 Review Selections B datastare? (1) 35.00GB
[ MsS-isCskStarage! 11.75GB

Compatibility:

i win2k3-prod

@ esxi-node? labh.com

oo i s

-
3T15GE
8.06 GH

Free Type Storage DRS
3204 0GB WMF S
10.88 GB WMFS
3
__Advanced >> |
Lssoc ot Nl canca |
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8. You can individually choose the virtual disk format and datastore location for each
virtual disk of the virtual machine. Click on the Advanced>> button, choose the
Datastore location and Disk Format, and click on Next:

51 win2k3-prod - Migrate ?) B
v 1 Select Migration Type Virtual Machine File Storage Disk format
+" 2 Select Destination Resource win2k3-prod Configuration File Browse.
+ 3 Select Host winZk3-prod Hard disk 1 (8.00 GB) Browse A
4 Select Datastore win2k3-prod Hard disk 2 {3.00 GH) Browese. [RIES
+/ 5 Select vMotion Priority
6 Review Selections
1 b
| <= Basic |
Compatihility:
[ Back H Mext H H Cancel l

9. Click on Select vMotion Priority by selecting one of the following options for this

migration and click on Next:

o Reserve CPU for optimal vMotion performance (Recommended): This
option is selected if sufficient CPU resources are not immediately available.

In this case, vMotion will not be initiated.
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o Perform with available CPU resources: This option is selected if there is a
lack of CPU resources. In this case, the duration of vMotion might be extended.

51 win2k3-prod - Migrate B

1 Select Migration Type vMotion will move the virtual machine while it remains powered on

2 Seloct Deslination RESGarce \*) Resere CPU for optimal ubotion performance (Recommended)

v

V’ n

& TRt AN Ifsufficient CPU resources are notimmediately available, viotion will not be initiated.
v

4 Select Datastore I Perfarmwith available CPU resources

vB PR T —— A Ifthere is a lack of CPU resources, the duration of vhtotion might be exended

6 Review Selections

0 N ) )

10. Review the options selected and click on Finish to initiate the migration.

Implementing resource pools

VMware vSphere clusters combine the computing resources from the ESXi under the clusters
and handle resource management of virtual machines efficiently. This is called root resource
pool. Resource pools can be created under ESXi hosts if an ESXi host is not a part of the
cluster, or it can be created under cluster to create a resource partition of the available

CPU and memory resources. It can also be created under another resource pool as a child
resource pool. Resource pools can be used to efficiently manage the resource management
for a group of virtual machines that belong to the same application or department. Resource
pools can also be used to delegate administrative permissions to manage a specific group of
virtual machines.
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Getting ready

Connect to your VMware vCenter Server using the vSphere Web Client.

How to do it...

We'll take a look at the step-by-step procedure to create, edit, and remove resource pools
using the vSphere Web Client.

The following steps have to be performed in order to create resource pools:

1. Browse towards the vSphere cluster from the vSphere Web Client.

2. Right-click on the cluster and select New Resource Pool.

3. Enter the name for the new resource pool.

4. Specify the CPU and Memory Resource allocation values for the new resource pool:

o Shares: The share value should be Low (Share Value = 2000), Normal
(Share Value = 4000), or High (share value = 8000) for a CPU for this new
resource pool with respect to the parent's total available resources. This
share value differs for memory in values, but basically a share value of
low, normal, or high works in both CPU and memory in the proportion of
1:2:4. Sibling resource pools at the same level of this resource pool share
resources from the parent resource pool based on their relative values
bounded by this share value. You can also choose Custom to manually
specify the share value for this resource pool.

o Reservation: Set the reservation value for CPU in MHz or GHz and for
memory in MB or GB for this resource pool. This ensures that the CPU or
memory reserved for this resource pool will always be guaranteed for it.

o Reservation type: Expandable reservation is always enabled by default
when you create the resource pool. If the resource required by the powered-
on virtual machines in the resource pool is larger than the reservation
configured at the resource pool, expandable reservation allows the virtual
machines in the resource pool to use the resources available from its parent
resource pool.

o Limit: Limits are always set to Unlimited by default. Enter the upper limit
value for CPU in MHz or GHz and memory in MB or GB to configure the
resource limit for this resource pool. If you have set the limit for the resource
pool, it will not be able to use the resource beyond its configured limit value.
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The following screenshot shows the CPU and Memory Resource allocation values
for the new resource pool:

3 Cloud-Cluster: New Resource Pool L
Marme: éF‘de—Resuurce Fool
« CPL
Shares [Nnrmal [ v] ! - |
Reservation [1zo0 T

Max reservation: 2,286 MHz
Reseration type [ Expandable

Lirnit [ Unlimited d MHz |~

Max limit 8 386 MHz

» Memaory

Shares [Nnrmal [ v] EI
Reseration | 320 [+ | [mE [ =

Max reservation: 959 MB

Resemation type [ Expandable

Lirmit [Unlirmited ™=
L A

Max limit. 955 MB

i OK , Cancel

5. Click on OK to create the new resource pool under the cluster.

Virtual machines can be added to resource pools during its creation by defining the VM to be
placed on the resource pool or during vMotion; another option to move the existing virtual
machine into a resource pool is to use the Move To option. Let's take a look at how to add
the existing virtual machine into resource pools using the Move To option. The following steps
have to be performed to add a virtual machine into a resource pool:

1. Browse to your virtual machine in the vSphere Web Client.
2. Right-click on the virtual machine and select Move....
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3. Select the resource pool on the Move To... page:

"Mwe To...

Q Se:

w [ wcenterlab.com
[l Cloud-Datacenter
w [l Host & Clusters
~ [ cloud-closter
[ & Prod-Resource Pool

[3 esxi-nodet lab.com
[T esxi-nodez.lah.com
» [E]wm Folders
» Bl Storage
b €3 Metworking

Select a cluster, host, resource pool, wApp, datastore, or

netwaork as the destination.

QK l [ Cancel

4. Click on OK to move the virtual machine under cluster or datacenter into the

resource pool.

Virtual machines can be moved out of resources pools during vMotion or you can manually
move the virtual machines using the Move to option. The following steps have to be
performed to remove a virtual machine out of a resource pool.

1. Browse towards your virtual machine in the vSphere Web Client.

2. Right-click on the virtual machine under the resource pool and select Move to.

3. Select the Cluster and Hosts option in the Move To... page.

4. Click on OK to move the virtual machines out of the resource pool.
The following steps have to be performed to edit the resource pool settings:

1. Browse towards your resource pool in the vSphere Web Client.

2. Right-click on the resource pool and click on Edit settings.

3. Edit the CPU and Memory resource settings in the Resource Pool-Edit Resource

settings page.

4. Click on OK to apply the modified resource settings to the resource pool.
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The following steps have to be performed to delete the resource pools:

1. Browse towards your resource pool in the vSphere Web Client.
2. Right-click on the resource pool and select All vCenter Actions.

3. Choose Remove from Inventory to remove the resource pool from your
vCenter Server.

4. Click on OK to remove the resource pool from the vCenter inventory.

Resource pools can be used to create a resource partition of CPU and memory under

vSphere clusters or ESXi hosts. Let's assume that you have three different categories of
servers (production, development, and test) in your vSphere environment. You always want

to ensure that a certain amount of CPU and memory resources is available to production
virtual machines. This can be achieved by creating different resource pools for production,
development, and test resource pools, and then placing the virtual machines belonging to each
category into respective resource pools. In addition to that, if you have different categories of
servers, such as database server, file server, or application server. Under production servers,
you can even create a child resource pool under production resource pool and configure the
CPU and memory shares. Configure CPU and memory shares, reservation, and limits to achieve
the resource management of virtual machines under each resource pool.

¥(enter | =]  §

[ | @8 8 @

- [ Jvcenters lab.com
+ [[g Cloud-Datacenter
<l Cloud-Cluster

[3 esxi-nodet lab.com
2] esxi-node2 lab.com
b 53 Dev-Resource Fool
« (03 Prod-Resaource Pool
w (0 Application seners
(1 Prod-¥ehServer
w (5 Datahase servers
R Prod-DB
51 Prod-SQL-DB-2008
+ () File servars
& oCon
b (0 Test-Resaurce Poal
(50 winZ2k3-prod
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There's more...

By default, users and groups who have been provided access to the vCenter level will have the
permission to perform tasks on the child objects under the vCenter Server. However, there are
situations when you want a set of users or groups only to manage the department or virtual
machines belonging to that department. In that case, you can create a resource pool and add
virtual machines under the department resource pool. Assign a set of users or groups with
the permission to only manage the object under the resource pool or change the permission
at resource pool to restrict someone from managing it. It minimizes the risk of giving
unnecessary permissions to users or groups at vCenter, datacenter, or cluster level. Let's take
a look at how to assign permission to the resource pool.

The following steps have to be performed in order to configure permission for resource pools:

1.
2.
3.

Browse towards your resource pool in the vSphere Web Client.
Select the resource pool and click on the Manage tab.

Select the Permission tab and click on the + symbol to add permission to the
resource pool.

Click on Add under the Users and Groups option.
Select your domain from the Domain dropdown.

Select the users or groups from the list to be added under the Users and Groups
option and click on Add.

Click on OK to add the selected user or group to assign permission for this
resource pool.
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8. Select one of the roles from the Assigned Role dropdown to be assigned to the

added user or group:

3 HR-Resource Pool - Add Permission 2
To assign a different permission for the selected users oruser groups in the list below, select a different
assigned role.
These users or groups can interact with The selected user or group can interact with the HR-Resource
the HR-Resource Pool resource pool Pool resource pool based anthe privileges in the role selected
according the assigned rale selected tao belaw.
the right. -
[Read—onlv | v]
UserGroup Fole Fropa... T -
O LABDAY Read-only  *Yes
Administrator
wirtual machine power usear (sampla)
Yirtual machine user {samplel =
¥ LraTasTore
3 Dratastore cluster
3 Distributed switch
3 ESx Agent Manager
3 Extensiaon
» Faolder
3 Global
3 Hook
3 Host
3 Host profile ¥
Description: All Privileges
[¥] Prapagate ta children of the HR-Resaurce Paol resource poal
Add.. || Remove ||  iew Children
| OK || cCancel |

9. Select the Propagate to children of the HR-Resource Pool resource pool checkbox
to ensure that permission applied at the resource pool level applies to the children
under this resource pool; this option is selected by default.

10. Click on OK to apply the settings.
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Implementing Distributed Resource

Scheduler (DRS)

VMware Distributed Resource Scheduler (DRS) cluster aggregates the hardware resources
available from the physical ESXi hosts in the cluster into logical resource pools. DRS
continuously monitors the utilization of resource pools and allocates the available resources
intelligently among the virtual machines based on the pre-defined DRS rules.

Getting ready

Connect to your vCenter Server via vSphere Web Client login.

How to do it...

We will take a look at the step-by-step procedure to create and configure the DRS cluster:

1. Browse towards the datacenter in the vSphere Web Client.

Right-click on the datacenter and select New Cluster.

Enter the Name for your cluster.

Select the Turn ON checkbox for the DRS.

Select one of the following Automation Level options for this DRS cluster:

ok 0N

o Manual: This automation level displays the recommended hosts for the
initial placement of virtual machines and also displays the recommendation
for virtual machine migration. All the migrations need to be performed
manually by the administrator based on the displayed DRS recommendation.

o Partially automated: This automation level takes care of automatic initial
placement of the virtual machine and displays the recommendation
for migration. All the migrations need to be performed manually by the
administrator based on the DRS recommendation.
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o Fully automated: This automation level takes care of automatic initial
placement of the virtual machine, and migration recommendation is
executed automatically to migrate the virtual machines between the
ESXi hosts in the cluster to perfectly load-balance it. This is the default
automation level selected when you create the DRS cluster:

7 New Cluster 2 b
Marne [Cloud Cluster
Lacation Cloud-Datacenter
~ DRS [+/] Turn ON
Automation Level [ Fully automated | = |
Wigration Threshold Consemnvative ——/ Aggressive
» wSphere HA [ ] Turn ON
» EVC [ Disable I
oKk || cancel

6. Setthe Migration threshold level to either Conservative, Aggressive, or inbetween
that using the slider. Move the slider between 1 and 5 to adjust the various migration
threshold levels that are explained as follows:

o Migration threshold 1 (Conservative): This migration threshold value
applies only priority 1 recommendations. The vCenter Server will only apply
recommendations that must be taken to satisfy cluster constraints such as
DRS affinity rules and host maintenance.

o Migration threshold 2: This migration threshold value applies priority
1 and priority 2 recommendations. The vCenter Server will only apply
recommendations that promise a significant improvement to the cluster's
load balance.

o Migration threshold 3: This migration threshold value applies priority 1,
priority 2, and priority 3 recommendations. The vCenter Server will apply
recommendations that at least promise good improvements to the cluster's
load balance.

o Migration threshold 4: This migration threshold value applies priority 1,
priority 2, priority 3, and priority 4 recommendations. The vCenter Server
will apply recommendations that promise a moderate improvement to the
cluster's load balance.
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o Migration threshold 5 (Aggressive): This migration threshold value applies
all the priority levels, that is, priority 1, priority 2, priority 3, priority 4, and
priority 5 recommendations. The vCenter Server will apply recommendations

that promise even a slight improvement to the cluster's load balance.

Click on OK to create the new DRS cluster.

The following steps have to be performed in order to add ESXi hosts into the DRS cluster:

1.

ok 0N

Browse towards your cluster in the vSphere Web Client.

Right-click on the DRS-enabled cluster and select Move Hosts into cluster.
Select the checkbox against the ESXi hosts to add into your DRS cluster.
Click on OK.

Select either one of the following options in the What would you like to do with the

virtual machines and resource pools for esxi-node2.lab.com host's page:

o Put all of this host's virtual machines in the cluster's root resource pool.

Resource pools currently present on the host will be deleted.

o Create a new resource pool for this host's virtual machines and resource
pools. This preserves the host's current resource pool hierarchy. The

Resource Pool Name will be Grafted from esxi-node2.lab.com.

[ Cloud Cluster - Move Host into This Cluster ?

p

Whatwauld you like to do with the vidual machings and resource poals for esxi-
node?.lah.com?

(=) Putall ofthis host's virtual machines in the cluster's root resource pool. Resource pools

currently present on the hostwill be deleted.

[ ) Create a new resource pool for this host's wirtual machines and resource pools. This

preserves the host's current resource pool hierarchy.

Fesource Poal Mame:

0K Cancel

6.

Click on OK to add the selected ESXi hosts into the DRS cluster.
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ESXi hosts should be placed in the maintenance mode to remove it from the vSphere cluster.
Let's take a look at the steps to remove the ESXi host from the DRS cluster:

1. Browse towards your ESXi host in the vSphere Web Client.

2. Right-click on the ESXi host and select Enter Maintenance Mode.
3. Confirm the maintenance mode by clicking on OK.
4

Once the ESXi host is entered into the maintenance mode, right-click on the ESXi host
and select Move to.

5. Select your datacenter in the Move To... page to move the ESXi host out of the
current cluster; then click on OK.
The following steps have to be performed for editing the DRS cluster settings:

1. Browse towards your cluster in the vSphere Web Client.
Select your DRS cluster and click on the Manage tab.

Select the Settings tab and choose the vSphere DRS option.
Click on Edit to edit the DRS cluster settings.

Click on DRS Automation to expand its properties.

Edit the settings of the DRS cluster.

A

Click on OK to apply the settings.

The following steps have to be performed in order to configure the custom virtual machine
automation level:

Browse towards your cluster in the vSphere Web Client.

Select your DRS cluster and click on the Manage tab.

Select the Settings tab and choose the vSphere DRS option.

Click on Edit to edit the DRS cluster settings.

Select the Enable individual virtual machine automation levels checkbox. This
option allows you to override the DRS automation level at individual virtual machine
levels. An individual override for virtual machines can be configured from the VM
Overrides page. This option is selected by default:

o pr N PR
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lﬁ} Cloud Cluster - Edit Cluster Settings 2 0
vSphere HA ~ DRS Automation

Autormation Level
) Manual

vCenter Server will suggest migration recommendations for viftual machines.

() Partially Automated
Virtual machines will be automatically placed onto hosts at power on and vCenter
Server will suggest migration recommendations for virtual machines.

(=) Fully Automated
Virtual machines will be automatically placed onto hosts when powered on, and will
be automatically migrated from one host to another to optimize resource usage.

tigration Threshold

Consenvative & Aggressive

Apply priority 1, priority 2, and priority 3 recommendations.
vCenter Server will apply recommendations that promise at least good improvements to
the cluster's load halance

Virtual Machine Automatian
[V] Enable individual virtual machine automation levels.

Cverride for individual virtual machines can be set from the W Overrides page

» Power Managemeant [of | =

v Advanced Options Nane

| ok || Cancel'!_

Click on OK to apply the settings.

7. To configure the individual virtual machine automation levels, click on the VM
Overrides option under the Settings tab.

8. Click on Add to configure the custom automation level.

9. Click on the + symbol and select the checkbox for each of the virtual machines for
which you want to configure custom cluster automation level and click on OK.

10. Choose one of the following cluster automation levels from the Automation level
dropdown. By default, the Use Cluster settings option is selected from the
following options:

o Fully Automated

o Partially Automated
o Manual

o Use Cluster Settings
o Disabled
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The following screenshot demonstrates the preceding steps:

[% Cloud Cluster - Add VM Overrides 2 W
a4k
{5 win2k3-prod Automation level: I Use Cluster Settings v '
(31 Prod-DB Fully Automated
' Partially Automated
Manual
Use Cluster Seftings
Disabled
T
+ Relevant Cluster Settings
r wSphere ORS Fully Automated

11. Click on OK to apply the virtual machine Custom DRS automation level.

DRS compliance will check that the vMotion NIC speed is at least 1000 Mbps, validate that
vMotion is enabled, and validate that at least one shared datastore exists between the ESXi
hosts in the cluster. The following steps have to be performed in order to check the DRS
cluster compliance status:

1. Browse towards your cluster in the vSphere Web Client.
Select your DRS cluster and click on the Monitor tab.
Choose the Profile Compliance tab.
Click on the Check Compliance Now option.

Verify that all your ESXi hosts in the DRS cluster have passed the cluster requirement
compliance.

ok 0N
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Enhanced vMotion Compatibility (EVC) reduces the vMotion compatibility issues occurring
because of different CPU generation hosts placed in the same cluster. EVC ensures that all
ESXi hosts present in the cluster have the same CPU features when compared to the virtual
machines in the cluster, even if the CPUs in the ESXi hosts are different from one another. EVC
uses AMD-V Extended Migration technology for AMD hosts and Intel FlexMigration technology
for Intel hosts to hide the processor features so that all ESXi hosts in the same cluster present
the same feature set of a previous generation of processor. The following steps need to be
performed in order to configure VMware EVC for DRS cluster:

1.

o 0N

Browse towards your cluster in the vSphere Web Client.
Select your DRS cluster and click on the Manage tab.

Select the Settings tab and click on the VMware EVC option.
Click on Edit to edit the VMware EVC settings.

By default, EVC is disabled. EVC can be enabled for either the AMD hosts or for the

Intel hosts. Choose one of the following EVC mode options:
o Enable EVC for AMD Hosts
o Enable EVC for Intel® Hosts

% Cloud Cluster - Change EVC Mode e
Select EVC Mode b
() Disable EWC () Enable EVC for AMD Hosts (=) Enable EVC for Intel® Hosts
Witweare EVC Mode: |-|nte|®'Mer0m' Generation =]

Intel® "Merom™ Generation

Description =
Intel® "Penryn” Generation

Applies the baseling | |ntel® "Nehalem™ Generation

alinostsininecluciy Intel® "Westmere” Generation

Hosts with the followi INtel® “Sandy Bridge™ Generation

Intel® "Merom” Gene|intel® “lvy Bridge™ Generation
Intel® "Fenryn" Generaiom e oE ST S ore ™2y
Intel® "Mehalem" Generation (Keon® Cora™ i7)

Intel® "WWestmere" Generation (<eon@ 22nm Core™ |7
Intel® "Sandy Bridge" Generation

Intel® "hy Bridge" Generation

Future Intel® processors

For more information, see Knowledge Base adicle 1003212,
Compatibility

€@ The host's CPLU hardware should supportthe cluster's current Enhanced widotian
Compatibility mode, but =ome ofthe necessary CRU features are missing from the host
Check the host's BIOS configuration to ensure that no necessary features are disabled
fsuch as XD, WT, AES, ar PCLMULQDG far Intel, or Me for AMD). For moare information, see
KB articles 1003212 and 1034926,

[E esxi-nodet.lab.com

@ The host's CPU hardware should support the cluster's current Enhanced wiotian
Compatibility mode, but some of the necessary CRU features are missing from the host -

| oK || cancel
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6. Choose one of the generations, whichever is applicable for your ESXi hosts, from the
VMware EVC Mode dropdown.

7. Click on OK to apply the settings to the cluster.
The following steps have to be performed in order to disable DRS in vSphere cluster:

1. Browse to your cluster in the vSphere Web Client.

Select your DRS cluster and click on the Manage tab.

Select the Settings tab and choose the vSphere DRS option.
Click on Edit to edit the DRS cluster settings.

Uncheck the Turn ON checkbox for the vSphere DRS.

Click on OK to apply the settings to the vSphere cluster.

The primary function of VMware DRS is to automatically load-balance virtual machines that
have imbalanced cluster using VMware vMotion. The initial placement of the virtual machine
during power on is based on resource utilization of the cluster in order to properly balance the
load in the cluster. DRS uses VMware vMotion for the migration of virtual machines from one
ESXi host to another. So, vMotion is one of the major requirements for DRS to work:

o o M~ wDd

= wSphere DRS O
Perfectly Balanced

Pl =
l N —— y O
Migration automation level: Fully Automated
Migration threshold: Apply priority 1,
priarity 2, and
priarity 3

recammendations

Power management automation level: OfF
'DRS recommendations: 0
_DRS faults: 0

The following are the key features of VMware DRS:

» Automated intelligent resource allocation to the virtual machines in the cluster
» Resource isolation between resource pools
» Access control and delegation
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Different types of modes, either manual or automated, to initiate the DRS
recommendation migrations automatically or only to provide the recommendations to
administrator to best load balance the cluster

DRS takes care of the initial placement of Virtual Machines during power-on by
placing VMs on the right ESXi host based on current load of the cluster

DRS allows a simplified way to perform ESXi host maintenance operations without
downtime to the Virtual Machines running on the ESXi host by migrating the VMs to
other hosts in the cluster using vMotion

DRS affinity rules can be utilized to place the VMs together or keep them apart, and
also to ensure that VM placement can be done only on the dedicated group of ESXi
hosts based on the application and business requirements

DRS along with distributed power management can perfectly handle the power
management of ESXi hosts in the DPM-enabled cluster by migrating VMs out of
hosts to other hosts in the same cluster and placing the ESXi hosts without virtual
machines in standby mode to reduce the power consumption

There's more...

DRS rules can be used to control the virtual machine placement on ESXi hosts in the DRS
clusters. There are two types of DRS rules:

>

VM-VM affinity rules: This DRS rule can be used to specify the affinity or anti-affinity
between individual virtual machines. With the VM-VM affinity rule, DRS ensures that it
always tries to keep the virtual machines together in the same ESXi host during DRS
migration. With VM-VM anti-affinity, DRS always ensures that the virtual machines are
placed apart in different ESXi hosts during the DRS-initiated migrations.

VM-Host affinity rules: This DRS rule can be used to specify affinity or anti-affinity
between a group of virtual machines in the DRS cluster and a group of ESXi hosts

in the cluster. With the VM-Host affinity rule, DRS ensures that the member of the
selected virtual machine DRS group can or must run on the members of specific DRS
host groups. The VM-Host anti-affinity rule can also be used to ensure that members
of a certain virtual machine DRS group cannot run on the specific host DRS group.

VM-VM affinity rules

The VM-VM affinity rule can be used to specify whether the selected virtual machines should
run on the same ESX/ESXi host or kept on separate hosts. This rule can be used to create an
anti-affinity or affinity between selected virtual machines.

The following steps have to be performed in order to create VM-VM affinity rules:

1.
2.

Browse to your cluster in the vSphere Web Client.
Select your DRS cluster and click on the Manage tab.
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3. Select the Settings tab and choose the DRS Rules option.
Click on Add to add the DRS rules.
Enter the name for your DRS rule.

Select the Enable rule checkbox to enable this affinity rule.

N o o s

From the Type dropdown, select Keep Virtual Machines Together:

% Cloud Cluster - Create DRS Rule 7

Mame: ﬁpp-DEI-Keep Together |

[/] Enable rule.

Type: | Keep Virtual Machines Together | > |
Diescriptia Keep Virtual Machines Together
Separate Virtual Machines

The listed
Virtual Machines to Hosts
| Add. || Remo
Members
51 Prod-DB

G Prod-WebhServer

| OK || Cancel |

8. Click on Add to add the virtual machines in this rule and always keep the VMs
together in the same ESXi host during DRS-initiated migrations.

9. Select the virtual machines that you want to keep together as a part of this rule.
10. Click on OK to create the VM-VM affinity rule.

The following steps have to be performed in order to create the VM-VM anti-affinity rule:

1. Browse to your cluster in the vSphere Web Client.

2. Select your DRS cluster and click on the Manage tab.

3. Select the Settings tab and choose the DRS Rules option.
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Click on Add to add the DRS rules.

Enter the name for your DRS rule.

Select the Enable rule checkbox to enable this affinity rule.
From the Type dropdown, select Separate Virtual Machines.

® N o s

Click on Add to add the virtual machines in this rule to keep the VMs on separate
ESXi hosts during DRS-initiated migrations.

9. Select the virtual machines that you want to keep apart as a part of this rule.
10. Click on OK to create the VM-VM anti-affinity rule.

VM-Host affinity rules

To create a VM-Host affinity rule, VM DRS and Host DRS groups need to be created. Let's take
a look at creating VM DRS, Host DRS, VM-Host affinity, and VM-Host anti-affinity rules.

The following steps have to be performed in order to create the VM DRS group:

1. Browse to your cluster in the vSphere Web Client.

2. Select your DRS cluster and click on the Manage tab.

3. Select the Settings tab and choose the DRS Groups option.
4. Click on Add to add the DRS groups.

5. Enter the name for your VM DRS group.

6. From the Type dropdown, select the VM DRS group:

% Cloud Cluster - Create DRS Group 71 by

Mame:  |[Spp-DBE-¥M-DRS-Group

Type: .VM DRSS Group hd

VM DRS Group
AcIcIJ Host DRS Group

Members
1 win2k3-prod
(51 Frod-5QL-DB-2008

0K | | Cancel ' :
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7.

8.
9.

Click on Add to add virtual machines as a part of this DRS group.
Select the virtual machines that you want as part of this VM DRS group.
Click on OK to create the VM DRS group.

The following steps have to be performed in order to create the Host DRS group:

1.
2.

® N oo s W

9.

Browse to your cluster in the vSphere Web Client.

Select your DRS cluster and click on the Manage tab.

Select the Settings tab and choose the DRS Groups option.

Click on Add to add the DRS groups.

Enter the name for your Host DRS group.

From the Type dropdown, select Host DRS group.

Click on Add to the ESXi hosts as a part of this DRS group.

Select the ESXi hosts that you want as part of this Host DRS group.
Click on OK to create the Host DRS group.

The following steps have to be performed in order to create VM-Host affinity and
anti-affinity rules:

1.
2.

® N oo s W

160

Browse towards your cluster in the vSphere Web Client.

Select your DRS cluster and click on the Manage tab.

Select the Settings tab and choose the DRS Rules option.

Click on Add to add the DRS rules.

Enter the name for your DRS rule.

Select the Enable rule checkbox to enable this affinity rule.
From the Type dropdown, select virtual machines to hosts.
Select the existing VM DRS group from the VM Group dropdown.




9. Select the existing Host DRS group from the Host Group dropdown:

% Cloud Cluster - Create DRS Rule

i

Mame: |app-Databse -Wh-Host-Rule

Wirtual machines that are members of the Cluster DRS WM Group App-DB-vM-DRS-
Group must run on host group APP-DBE-Host-Group.

[w] Enable rule.
Type: | Virtual Machines to Hosts | = |
Description:

VI Group:

| App-DB-VM-DRS-Group [~
| Must run on hosts in group | > |
Host Group:

| APP-DB-Host-Group [+ ]

| 0K | | Cancel

10. Select one of the following rule types for this VM-Host rule:
a  Must run on hosts in group
a  Should run on hosts in group
o Must Not run on hosts in group
a Should Not run on hosts in group

11. Click on OK to create the VM-Host affinity rule.

»  To apply the DRS recommendation immediately based on the

newly created affinity rules, manually run the DRS using the

Run DRS Now option.
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Implementing Distributed Power

Management (DPM)

VMware Distributed Power Management (DPM) is a feature of VMware DRS. DPM is
integrated with DRS to continuously monitor resource utilization. When the resource utilization
of DRS cluster is less, VMware DPM consolidates workloads and powers off the unused ESXi
hosts in the cluster to reduce the power consumption. When resource requirement of cluster
is increased, DPM powers the host back on to handle the resource requirement of the cluster.

Getting ready

Connect to your vCenter Server via vSphere Web Client login.

How to do it...

We will take a look at a step-by-step procedure to configure the DPM cluster.

The following steps have to be performed in order to enable distributed power management in
the DRS cluster:
1. Browse to your cluster in the vSphere Web Client.
Select your DRS cluster and click on the Manage tab.
Select the Settings tab and choose the vSphere DRS option.
Click on Edit to edit the DRS cluster settings.
Click on Power Management to expand the power management settings.

o o M wbd

Select one the following Automation Level options for the DPM:

o Off: With this automation level, vCenter server will not provide any power
management recommendations

o Manual: With this DPM automation level, vCenter server will only
recommend evacuating an ESXi host's virtual machines and power off the
ESXi host when the cluster's resource usage is low

o Automatic: With this DPM automation level, vCenter will automatically
execute power management recommendations
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WE} Cloud Cluster - Edit Cluster Settings

Sphere DRS
vSphere HA

= Power Management

Automation Level

DFM Threshald

DFM uses Wake-an-LAR, IPMI oriLO to power on hosts. When using IPMIoriLO,
canfigure IPMI or (LD separately far each participating host prior 1o enabling DPM. For all
power-on methods, test exit standby for each participating host prior to enabling TP

) Off
vCenter Server will not provide power management recommendations. Individual
host overrides may be set, but will not become active until the cluster defaultis either
Manual or Automatic

) Manual

vCenter Server will recommend evacuating a hosts virtual machines and powering
offthe host when the clusters resource usage is low, and powering the host back on
when necessary.

) Automatic
vCenter Server will automatically execute power management related
recommendations

Owertides for individual hosts can be setfram the Host Options page.

Caonservative = Agoressive

Apply priotity 3 ar higher recommendatians.

wCenter Serverwill apply power-on recammendations produced to meetvSphere HA
requirements or user-specified capacity requirements

Powrer-on recommendations will also be applied if host resource ulilization becomes
higher than the taroet utilization ranae.

0K || Cancel |

7. Setthe DPM Threshold level to either Conservative, Aggressive, or in between
that using the slider. Move the slider between 1 and 5 to adjust the migration
threshold level.

8. Click on OK to enable the DPM on the vSphere cluster.

The following steps have to be performed in order to configure IPMI or iLO settings of the ESXi

host for vSphere DPM:

Browse to your ESXi host in the vSphere Web Client.
Select the ESXi host and click on the Manage tab.

Select the Settings tab and choose the Power Management option under the
System option.

Click on Edit to edit the power management settings of the ESXi host.
5. Enter User name and Password for the Baseboard Management Controller (BMC) of

the ESXi host.

6. Enter BMC IP address of the ESXi host.




Resource Management and High Availability

7. Enter the MAC address of the network adapter associated with the BMC of the

ESXi host:

@ IPMUIL O Settings for Power Management (3
Uzername |p0weradmin |
Password !*‘*‘*‘“‘*‘*‘*‘“‘*"’ _ ____________ |
BMC IP address 192 168 . 0 . 10

BMC MAC address |00:0e:29:chc4:22 |

OK || Cancel |

8. Click on OK to update the details.

Distributed Power Management puts the ESXi host into powered-off state whenever there is
low resource requirement in the cluster. DPM integrates with DRS to monitor the resource
requirement and makes use of vMotion to migrate the VMs from one host to another to free
up the ESXi host to power down. DPM uses the following power management protocols to
bring the ESXi host out of standby mode:

» Intelligent Platform Management Interface (IPMI)
» Hewlett-Packard Integrated Lights-Out (iLO)
» Wake on LAN (WOL)
ESXi hosts powered off by VMware DPM will be marked as standby mode by vCenter server.

ESXi hosts are always available to power on whenever resource requirement shoots up.
VMware DPM uses Wake on Lane (WOL) to awake the ESXi hosts in powered-off state.
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DPM (Distributed Power Management) settings configured at cluster level applied to all the
ESXi hosts are part of the DPM cluster. However, you can override the DPM cluster settings at
the ESXi host level. Let's take a look at how to configure custom DPM automation levels for
ESXi hosts.

The following steps have to be performed in order to configure custom host DPM
automation levels:
1. Browse to your cluster in the vSphere Web Client.
Select your DRS cluster and click on the Manage tab.
Select the Settings tab and choose Host Options.
Select the ESXi host from the list to edit the DPM automation level.
Click on Edit.

In the Edit Host option, select one of the following automation levels from the Power
Management dropdown:

o o M wDd

Default (which is taken from cluster settings)
Disabled
Automatic

0O 0O 0 O

7. Click on OK to apply the settings.

Implementing High Availability (HA)

vSphere HA (High Availability) provides high availability for virtual machines in case of ESXi
host failures in the cluster. ESXi hosts in the HA cluster are monitored, and if the ESXi host
failure occurs, virtual machines running on the failed host will be restarted on the alternate
hosts in the HA cluster.

Getting ready

Connect to your vCenter server via vSphere Web Client login and browse to your cluster in the
vSphere Web Client.

How to do it...

vSphere HA provides high availability for virtual machines in case of ESXi host failures in the
cluster. Enabling vSphere HA is possible during cluster creation or after creating the cluster.
We will look into a detailed step-by-step procedure to enable vSphere HA and HA settings on

the vSphere cluster.
[ies}
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The following steps have to be performed in order to enable High Availability in vSphere cluster:

1. Select your existing cluster and click on the Manage tab.
2. Select the Settings tab and choose vSphere HA.
3. Click on Edit to enable the HA on the cluster.
4. Select the Turn ON vSphere HA checkbox.
5. Click on OK to enable the HA on the cluster:
l{)} Cloud-Cluster - Edit Cluster Settings 2
ot DI ] Turn ON vSphere HA
+ Host Maonitaring [] Enable Host Monitoring
» Admigsion Contral @Enable}\dmlssmn Control
» WM Monitoring | isabled | *
v Datastore Heartheating Use datastores from the specified list and complement automatically if needed
v Advanced Options None
OK Cancel .
6. Once HA is enabled on the cluster, all the ESXi hosts in the cluster will be
automatically reconfigured by the HA.
7. To reconfigure the host for HA, right-click on the ESXi host and select
All vCenter Actions.
8. Select Reconfigure for vSphere HA. Once it is done, HA cluster will initiate the HA

agent installation on the ESXi host to prepare the host for HA cluster.

The following steps have to be performed in order to edit HA cluster settings:

1.

oD
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Browse to your cluster in the vSphere Web Client.
Select your HA cluster and click on the Manage tab.
Select the Settings tab and choose vSphere HA.
Click on Edit to edit the HA cluster settings.

Edit the following HA cluster settings:

Host Monitoring

Admission Control

VM Monitoring

Datastore Heartbeating

Advanced options

0 I Y S

Click on OK to apply the settings.
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Configuring host monitoring

The Host Monitoring feature allows the vSphere HA master ESXi host to react to the ESXi host
failures, ESXi host management network isolation, and virtual machine failures. When the Host
Monitoring option is enabled, each ESXi host in the cluster is checked to ensure it is up and
running. If ESXi host failure occurs in the cluster, virtual machines are restarted on another
running ESXi host as a part of HA. If you are performing maintenance activity at network level,
it may cause the ESXi host to trigger host isolation responses. In that case, you can disable the
Host Monitoring option for your HA cluster to avoid unwanted restart of virtual machines in the
HA cluster. Once network change is completed, you can re-enable the Host Monitoring option
for your cluster. The following steps have to be performed in order to configure host monitoring:

1.

ok w0

Browse to your cluster in the vSphere Web Client.
Select your HA cluster and click on the Manage tab.
Select the Settings tab and choose vSphere HA.
Click on Edit to edit the HA cluster settings.

Select the Enable Host Monitoring checkbox to enable host monitoring for the
HA cluster.

Click on Host Monitoring to expand its configuration options.
Select the checkbox to enable Host Monitoring for your HA cluster.

Configure one of the VM restart priorities under virtual machine options from
the dropdown:

Disabled

High

Medium (Default)
Low

0O 0O 0O O

The VM restart priority determines how vSphere HA should react to ESXi host failures
when restarting the virtual machines. This option, configured at cluster level, can be
overridden for individual virtual machines on the VM Overrides page. Higher priority
virtual machines will be starting first during the HA-initiated restarts followed by
medium priority and low priority virtual machines restart. If you select disabled for
any virtual machine, vSphere HA will be disabled for the virtual machine and it will
not be restarted on the other ESXi host in case the parent ESXi host fails.

Select one of the following Host isolation response options under Virtual Machine
Options:

o Leave powered on

o Power off then failover

a Shutdown then failover
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The ESXi host declares it as isolated when it is unable to communicate with the

HA agents running on the other ESXi hosts in the cluster; also, it is unable to reach
to its isolation addresses via ping. The ESXi host performs its configured isolation
response action when it is isolated. The host monitoring options need to be enabled
to configure the host isolation response. This option configured at the cluster level

can be overridden for individual virtual machines on the VM Overrides page. VMware
Tools need to be installed on the guest operating system to perform the shutdown of

a virtual machine as a part of the host isolation option.

@ Cloud-Cluster - Edit Cluster Settings

2 W

viphere DRS ¥ Turn ON vSphere HA
B

Host Monitaring Status
performing network maintenance that may cause isolation responses

[ Host Monitaring
Virtual Machine Options

Overrides page.
VM restart priority: | Medium v

Hostisolation response: | Leave poweredon | = |

+ Admisgion Contral [/] Enable Admission Control
» UM Manitoring [ Disabled I
» Datastore Heartbeating Use datastores from the specified list and complement automatically if needed

v Advanced Options None

0K

ESMESK hosts in this cluster exchange network hearibeats. Disable this feature when

Choose default VM options for how vSphere HA should react to host failures and host
isolations. These defaults can be overridden for individual virtual machines on the VM

|| cancel |

10. Click on OK to apply the settings.

Configuring HA admission control

Admission control is a policy used by vSphere HA to ensure failover capacity within a cluster.
Raising the proportion of ensured host failures increases the availability constraints and

capacity reserved in the cluster. The following steps have to be performed in order to configure

HA admission control:

1. Browse towards your cluster in the vSphere Web Client.
2. Select your HA cluster and click on the Manage tab.

3. Select the Settings tab and choose vSphere HA.

4. Click on Edit to edit the HA cluster settings.
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5. Click on Admission Control to expand its configuration options. Choose one of the
Admission Control policies from the following available options:

[m]

Define failover capacity by static number of hosts: With this admission
control policy, you can choose the maximum number of hosts for reserved
failover capacity. This policy ensures the maximum number of the host's
failures that you can recover from or guarantee to for the failover of
resources in case of host failures. With this admission control policy, you
can choose one of the slot size policies; either choose cover all powered-on
virtual machines or a fixed slot size.

Define failover capacity by reserving a percentage of the cluster
resources: With this admission control policy, you can define the percentage
of the cluster's Memory and CPU resources to reserve for a spare capacity
to support failover incase of ESXi host failures in the cluster. You can choose
a certain percentage for Reserved failover capacity for CPU and Reserved
failover capacity for memory to configure this admission control policy.

Use dedicated failover hosts: Select the ESXi hosts to use as dedicated
failover hosts for HA cluster. This host will not be used to run virtual
machines in the cluster. If the dedicated failover hosts do not have enough
resources to satisfy the failover capacity, failover will happen to other ESXi
hosts in the cluster. Click on the + symbol to add the dedicated failover host:

[% Cloud-Cluster - Edit Cluster Settings 2

vSphere DRS

phere HA

v Admission Cantral

Folicy

Admission control is a policy used by vSphere HA to ensure failover capacity within a
cluster. Raising the proportion of ensured host failures increases the availability
constraints and capacity reserved in the cluster,

=) Define failover capacity by static number of hosts.
Reserved failover capacity |1 ; Hosts
Slot size policy:

(=) Cover all powered-on virtual machines

Calculate slot size hased on the maximum CPUMemory reservation and
overhead of all powered-on virtual machines

_ ) Fixed slot size
Specify the slot size explicitly.

YIS requiring multiple slots: Caleulats

) Define failover capacity by reserving a percentage ofthe cluster resources.

) Use dedicated failover hosts

oK || Cancel )
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6. Click on OK to apply the settings.

Configuring VM monitoring

VM monitoring restarts individual virtual machines if their VMware Tools heartbeats are
not received within a configured time; application monitoring restarts the individual virtual
machines if their VMware Tools application heartbeats are not received within a configured
time. The following steps have to be performed in order to configure VM monitoring:

Browse to your cluster in the vSphere Web Client.
Select your HA cluster and click on the Manage tab.

Click on Edit to edit the HA cluster settings.

Click on VM monitoring to expand its configuration options. Choose one of the options
for VM monitoring status from the dropdown:

o Disabled: Select this option to disable the VM Monitoring. It is disabled by
default.

o VM Monitoring Only: Select this option to monitor the Virtual Machines
and restart the Virtual Machines if heartbeats are not received within a
configured time.

o VM and Application Monitoring: Select this option to monitor the
application running on top of the guest operating system along with virtual
machine monitoring.

1.
2.
3. Select the Settings tab and choose vSphere HA.
4,
5.

6. Adjust the Monitoring Sensitivity option by moving the slider between Low and High.
Choose one of the following monitoring sensitivity values from the slider:

o Low: vSphere HA will restart the virtual machine if the heartbeat between
the host and the virtual machine has not been received within a 2-minute
interval. vSphere HA restarts the virtual machine after each of the first three
failures every seven days.

o Medium: vSphere HA will restart the virtual machine if the heartbeat
between the host and the virtual machine has not been received within a
60-second interval. vSphere HA restarts the virtual machine after each of
the first three failures every 24 hours.

o High: vSphere HA will restart the virtual machine if the heartbeat between
the host and the virtual machine has not been received within a 30-second
interval. vSphere HA restarts the virtual machine after each of the first three
failures every hour.
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o Custom: You can configure custom value for Failure interval, Minimum
uptime, Maximum per-VM resets, and Maximum resets time window value:

@ Cloud-Cluster - Edit Cluster Settings 2
vSphere DRS + Host Monitoring E Enable Host Monitoring
phere HA » Admission Control [] Enable Admission Control

~ Y honitaring

AR R Wh Monitoring restarts individual Whs iftheir Vidware Tools heartheats are not received

within a settime. Application Monitoring restarts individual WMs if their Yhware Tools
application hearthests are not received within a settirme.

Disahled -

Monitoring Sensitivity
Preset

Lowe High

vEphere HA will restart the virtual machine ifthe heartbeat between the host and the
virtual machine has not been received within a 30-second interval. vSphere HA restants |
the vitual maching after each ofthe firstthree failures every hour i

=) Custom
Failure interval: ag _: seconds
Miniraurn gt e: 120 1: | seconds
Wi per-yM resets 7 =

Maximum resets time window: (s Mo window
) within | hrs

v Datastore Hearheating Use datastares from the specified list and complement automatically if needed

» Advanced Oplions hone
4 1 3 i
i *

OK Cancel ; .

7. Click on OK to apply the settings.

Configuring datastore heartbeating
vSphere HA uses datastores to monitor hosts and virtual machines when management
network has failed. Datastore heart beating is used by vSphere HA to distinguish between
ESXi host failure and hosts with network isolation. Datastore heartbeating allows vSphere HA
cluster to monitor hosts when a management network isolation occurs; this helps to continue
to respond to failures that occur.

1. Browse towards your cluster in the vSphere Web Client.
Select your HA cluster and click on the Manage tab.
Select the Settings tab and choose vSphere HA.

Click on Edit to edit the HA cluster settings.

A

Click on Datastore Heartbeating to expand its configuration options. Choose one of
the following heartbeat datastore selection policies:

o Automatically select datastores accessible from the host
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o Use datastore only from the specified list

o Use datastore from the specified list and complement automatically

if needed

@ Cloud-Cluster - Edit Cluster Settings

vSphere DRS

phere HA

= Datastore Heanbeating

vophere HA uses datastores to monitor hosts and vitual machines when management
netwark has failed. wCenter Server selects two datastores for each host using the policy
and datastore preferences specified below.

Heartheat datastore selection policy:
() Autarnatically select datastares accessible fram the host
_) Use datastares only from the specified list
o) Use datastores from the specified list and complement autoratically if needed
Fvailable Heartheat datastores
Name Datastare Cluster Hosts Mounting Datastors

[ B ms-iscsl-Storage A 2

Hosts mounting selected datastore

Name

OK . Cancel ]

6. Click on OK to apply the settings.

Configuring HA advanced options
You can customize the default behavior of the HA cluster by adding advanced options of

the HA.
1. Browse towards your cluster in the vSphere Web Client.
2. Select your HA cluster and click on the Manage tab.
3. Select the Settings tab and choose vSphere HA.
4. Click on Edit to edit the HA cluster settings.
5. Click on Advanced Options to expand its configuration parameters.
6. Click on Add to add advanced HA options.
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7. Enter the Option and Value options:

Cloud-Cluster - Edit Cluster Settings 7 M
Sptiere N [ Turn ON vSphere HA
gt v Host Manitaring E Enable Host Monitoring
b+ Admisgion Control [/] Enable Admission Control
» M Monitoring | Disabled [+]
» Datastore Heartheating Use datastores from the specified list and complement automatically if needed

+ Advanced Oplions
Caonfiguration Parameters T —
|  Add || Delete |
Optien Value

daz ignoreRedundantietaming True

[ ok || cancel |

8. Click on OK to apply the settings.

Please refer the following link to know the various available HA advanced

options:
= http://kb.vmware.com/selfservice/microsites/search.
do?language=en US&cmd=displayKC&externalId=2033250

vSphere HA provides high availability for the virtual machines during ESXi hosts failures. The
first ESXi host added in the HA cluster will be automatically elected as the master host in the
cluster and the remaining host will act as a slave. The master ESXi host communicates with
the vCenter Server and actively monitors the state of the slave hosts and all protected virtual
machines. Different types of ESXi host failures are the failures occurring due to hardware
issues; another failure is in the network partition or when network becomes isolated. To
handle these failures efficiently, vSphere HA has been introduced with datastore heartbeating
from vSphere 5.0. The master ESXi host uses network and datastore heartbeating to
efficiently determine the failure type.
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When ESXi hosts are added to vSphere HA cluster, HA agent will be installed to the host and
configured to communicate with other host agents in the same cluster. When HA is enabled
on the existing cluster, all the active ESXi hosts will participate in an election to choose the
cluster's master host. A host which holds the maximum number of datastores will be elected
as the master and the remaining hosts will act as slave hosts. Only one host in the cluster will
be elected as master and all remaining hosts will acts as slaves. When a master ESXi host
fails or is taken out for maintenance, a new election process will take place to elect the new
master host for the cluster.

The responsibilities of the master host are as follows:

» The master host will manage the list of clustered hosts and protected virtual
machines in the cluster.

» The master hosts will actively monitor the state of the slave hosts in the cluster. If the
slave host in the cluster fails or is unreachable, the master host will restart the virtual
machines on the failed host. A similar process will be followed for the other hosts in
the cluster.

» The master host also monitors the state of the virtual machine using its monitoring
feature. It will restart the failed virtual machine to fix the issue.

» The master host will report the cluster health state to the vCenter server.

» The master host receives the reporting status updates and runtime stats from the
slave hosts.

The master host monitors the health of slave hosts in the cluster by exchanging network
heartbeats every second. If the master host stops receiving the heartbeat from the slave host,
it checks for the exchange of datastore heartbeating. The master host also checks whether
the slave host responds to ICMP pigs sent to its management IP address. If the master host

is unable to communicate to the slave host with the use of the HA agent, the slave host does
not respond via ICMP pings; if the agent is not receiving the heartbeat, then ESXi host will be
considered as failed. The virtual machines in the failed host will restart on the alternate hosts
in the cluster. In case the slave host is exchanging the datastore heartbeats, the master host
assumes that it is network partitioned or network isolated and continues to monitor the host
and its virtual machine.

There's more...

Let's take a look at how to configure virtual machines' override options.
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Configuring virtual machine override options
The following steps have to be performed in order to configure virtual machine override options:

1. Browse to your cluster in the vSphere Web Client.
2. Select your HA cluster and click on the Manage tab.
3. Click on Settings and choose VM Overrides.
4. Click on Add to configure the VM override settings.
5. Click on the + symbol to add the virtual machines.
6. Select the checkbox against the virtual machines to be added to configure the VM
override options.
7. By default, all the virtual machines in the HA clusters use the cluster settings.
Configure the HA options to override the cluster settings:
% Cloud-Cluster - Add VM Overrides 2 M
+ X
_ Automation level: | Use Cluster Settings |+ |
5 DCOo0 o e
VM restart priority: | Use Cluster Settings |~ |
Host isolation response: | Use Cluster Settings | b |
VM Monitoring: | Use Cluster Settings | h |

Disabled

WM Maonitoring Onl
+ Relevant Cluster Settings g y

» wSphere DRS Fully Automated
» wSphere HA Expand for details

| oK

| Cancel |

it )

8. Click on OK to apply the settings.
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The following steps have to be performed in order to monitor HA cluster configuration issues:

1. Browse to your cluster in the vSphere Web Client.

2. Select your HA cluster and click on the Monitor tab.

3. Select the vSphere HA tab and choose Configuration Issues.
4

It will display the configuration issues for the ESXi hosts in the HA cluster. You can
manually fix each of these issues:

il
Id

[} Cloud Cluster ~ Actions ~

Getting Started ~ Summary | Monitor | Manage  Related Objects

Issues | Performance | Profile Compliance Tasks | Events | Resource Allocation | vSphere DRS | ySphere HA | Utlization | Storage Reports |

“" Entity Rale wSphera HA lssue
Summary Q esu-node lab.com Master A Host esyi-nodet lab.corm in cluster Cloud-Cluster in Cloud-Datacenter currently has no managerent ...
Heartheat @ esk-nodet lab.com Master /& The numbet ofvSahere HA heartheat datastores for host esx-nodet.Jab.com in cluster Cloud-Cluster..
[ esxi-nodet Jab.com Master @ EGHi Shell far the host esx-nadet lah.com has heen enabled
@ esx-noder lab.com Master @ SSHorthe host esi-nodet lab.com has been enaled
Q es-nodel. lab.com Slave A\ The number ofvSahere HA hearthest datastores for host esxi-node2.lab.com in cluster Cloud-Cluster..

Implementing Storage Dynamic Resource

Scheduling (SDRS)

With vSphere 5.0, a new feature called Storage Dynamic Resource Scheduling (SDRS)
provides smart placement and load balancing of virtual machine disks based on space
capacity and I/0 of the datastore. Storage DRS provides effective initial placement of virtual
machine disks on the datastore with least I/0 latency and more free disk space in the storage
cluster. This SDRS feature will only be available with the Enterprise plus license of vSphere.

Getting ready

Connect to your vCenter server via vSphere Web Client login.

How to do it...

SDRS allows you to manage the datastore cluster. SDRS provides recommendation for
placement of Virtual Machine disks and migration to balance the I/0 and space allocation
across the datastores, which is a part of the datastore cluster.
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The following steps have to be performed in order to create an SDRS:

1. Browse to the datacenter in the vSphere Web Client.

IS S R\

[m]

Right-click on Datacenter and select New Datastore Cluster.

Enter the name of your datastore cluster.

Select the Turn ON Storage DRS checkbox. It is selected by default.
Select either of the following storage DRS Automation levels:

No Automation (Manual Mode): With this automation level, vCenter Server
will make migration recommendations for Virtual Machine storage, but will
not perform automatic migrations

Fully Automated: With this automation level, files will be migrated
automatically to optimize resource usage:

5 New Datastore Cluster

~ 1 Name and Location

Storage DRS Runtime

E Settings

-
¥4 2 Storage DRS Automation Automation

Storags DRS

Automation level No Automation (Manual Mode)
wizenter Server will make migration recommendations for vitual machine storage, but will not
perform autormatic migrations.

= Fully Automated
Files will be migrated automatically to optimize resource usage.

+ Advanced Options None

[ Back H Mext H |[ s ]

6. Configure the following options under Storage DRS Runtime Settings:

[u]

I/0 Metric Inclusion: This option is selected if you want I/0 metrics
considered as a part of any SDRS recommendation or automated migration

in this datastore cluster. Select the Enable 1/0 metric checkbox for SDRS
recommendations. |/0 load functionality is only available when all hosts
connected to the datastore in this datastore cluster are of Version 5.0 or later.
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o Storage DRS Thresholds: This option governs when storage DRS performs
or recommends migrations (based on the selected automation level). Utilized
space dictates the minimum level of consumed space that is the threshold
for action. I/0 latency dictates the minimum 1/0 latency below which 1/0 load
balancing moves are not considered. Adjust Utilized Space and 1/0 Latency
using the slider:

5 New Datastore Cluster

+ 1 Name and Location

« 2 Storage DRS Automation

M - Storage DRS Runtime
Settings

4 Select Clusters and Hosts

5 Select Datastores

6 Readyto Complete

'O Metric inclusion

Select this option if you want /0 metrics considered as a part of any SDRS recommendations or automated migrations in this data
store cluster

[/] Enable /0 metric for SDRS recommendations

© 10 l0ad balancing functionality is available onlywhen all hosts connected to the datastores in this datastore cluster are of
wersion 5.0 or later.

Storage DRS Thresholds

Runtime thresholds govern when Storage DR3 performs or recommends migrations (based on the selected automation level).
Utilized space dictates the minimurmn level of consumed space that is the threshold for action. /0 latency dictates the minimum /O
latency below which I/0 load balancing moves are not considered.

Utilized Space: 50 %

/—— 100% |80

110 Latency: sms = 100ms |15 =|ms

v Advanced Options  Expand for advanced options

[ Back H Next H H Sand ]

7. Select Clusters and Hosts.
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8. Select the datastores to be added as a part of this datastore cluster:

&5 New Datastore Cluster 2
1 Name and Location [ Show datastares connected to all hosts - | Q
+ 2 Storage DRS Automation Hame Host Connecti...  Capacity Free Space Type Sys
v 3 gt';tr_aae DRS Runtime M ws-igcsk-Storaget @ AllHost.  11.75GR 10.88 GB YMFS
ettings
M Ms-Iscsl-Storagez @ AllHost.. 475GB 405 GH WMFS
w4 Select Clusters and Hosts
i 5 Select Datastores
6 Readyto Complete
B 7 datastares selected -
4 H *
[ Back l [ PMext l [ l [ Cancel ]

9.

Review the selected options and click on Finish to create the datastore cluster.

The following steps have to be performed in order to configure storage DRS advanced options:

1.

ok 0N

Browse towards your storage DRS cluster in the vSphere Web Client.
Click on the Manage tab and select Settings.

Select Storage DRS and click on Edit.

Click on Advanced Options to expand its configuration options.

Configure VM Default affinity. Select the Keep VMDKs together by default checkbox.
This setting is used to specify whether each virtual machine in the datastore cluster
should have its virtual disks on the same datastore by default.

Enter the number of minutes, hours or days to check the imbalance of storage DRS
cluster by configuring the Check Imbalance every option.

Select the 1/0 imbalance Threshold option by adjusting the slider between
Aggressive and Conservative.
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8. Configure the Minimum Space utilization Difference option using the slider.

9. You can add additional configuration parameters to control the default behavior of
the storage DRS cluster. To add additional Configuration Parameters, click on Add
and enter Option and Value:

% Cloud-Datastore cluster - Edit Storage DRS Settings 71 kp

— 7
L&)

¢ Storage DRS Automation | Fully Automated

& o ioad balancing functionality is available only when all hosts connected to the datastares in this
datastore cluster are of version 5.0 ar later.

b O Metrics [¥] Enable 0 metric for SDRS recommendations

» Advanced Options

Default Wi affinity |2| Keep YMDks together by default
Specifies whether or not each vitual machine in this datastare
cluster should have its vitual disks on the same datastore by
default.

Check imbalances every |8 |+ || Hours B

i Imbalance Threshald Aggressive =————— Consenvative

The 12 imbalance threshold is the amount of imbalance that
Storage DRS should tolerate. When you use an agaressive
setting, Storage DRS corrects small imbalances it possible.
When you use a conservative setting, Storage DRE produces
recamimendations anly when the imbalance across datastares

= wery high.
M!nlmum Space LHilization 1% A 50% |5 Ea
Difference - ity
Configuration Farameters [ aqg || O
Option Walue
4 L3

10. Click on OK to apply the settings to the storage DRS cluster.
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The following steps have to be performed in order to place Datastore in storage DRS
maintenance mode:

1.

2
3.
4

Browse towards your storage DRS cluster in the vSphere Web Client.
Select Datastore in the storage DRS cluster to place it in maintenance mode.
Right-click on the Datastore option and select All vCenter Actions.

Select Enter Storage DRS Maintenance Mode. Virtual machines in the particular
datastore will be stored to other datastores in the SDRS cluster by using vMotion.

Once maintenance on the datastore is completed, you can exit from the maintenance
mode by selecting Exit Storage DRS Maintenance Mode.

The following steps have to be performed in order to configure virtual machine override options:

1.
2.

o o &~ W

8.

Browse towards your storage DRS cluster in the vSphere Web Client.

Click on the Manage tab and select Settings.

Select VM Overrides and click on Add.

Click on the + symbol to add the virtual machine to override the cluster settings.
Select the virtual machines from the list and click on OK.

Configure the following Storage DRS Automation Level options for the selected
virtual machine from the dropdown:

o Fully Automated
o Manual
o Disabled

Select Yes or No from the dropdown to override the Keep VMDKs together option:

% Cloud-Datastore cluster - Add VM overrides 2
4s
(31 DCOO01 Eg:,::ge DRS Automation "0 b\ it (Fully Automated) | ~
Keep VMDKs Together: | Default (Yes) B2

+ Relevant Datastore Cluster Settings

b wSphere Storage DRS Fully Autormnated

OK || Cancel

Click on OK to apply the virtual machine override settings.
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Disabling storage DRS
The following steps have to be performed to disable storage DRS:

1. Browse towards your storage DRS cluster in the vSphere Web Client.
Click on the Manage tab and select Settings.

Select the Storage DRS option and click on Edit.

Uncheck the tick mark for the Turn on vSphere Storage DRS option.
Click on OK to disable the Storage DRS option.

Datastore cluster is an aggregate of group of datastore. You can enable the SDRS on a similar
datastore cluster to enable DRS in the vSphere cluster. SDRS will provide smart placement and
load balancing of virtual machine disks based on space capacity and I/0 of the datastore in
the datastore cluster. SDRS will try to move virtual machines to other datastores using storage
vMotion to load-balance the VM between datastores in the SDRS cluster. When the automation
level of the cluster is set to Automatic, SDRS uses storage vMotion to automatically migrate
virtual machines to different datastores in the datastore cluster, only if the configured
threshold value is exceeded. The vSphere administrator will be given the recommendations to
balance the space usage of a datastore if the cluster automation level is set to Manual.

There's more...

Just like DRS, SDRS also has affinity rules. SDRS affinity rules can be used to configure the
placement of virtual machines on the ESXi hosts within a vSphere cluster.

ok w0

Storage DRS affinity rules

There are two types of storage DRS affinity rules: VMDK anti-affinity rule and VM anti-affinity
rule. Let's take a look at the step-by-step procedure to configure each type of affinity rule.

The following steps have to be performed in order to configure VMDK anti-affinity rules:
1. VMDK anti-affinity rules ensure that selected virtual disks of the virtual machine

should be placed on different datastores.

Browse to your storage DRS cluster in the vSphere Web Client.

Click on the Manage tab and select Settings.

Select the Rules option and click on Add.

Select the Enable Rule checkbox.

Enter the name for your VMDK affinity rule name.

NoO oA w N

Select VMDK anti-affinity from the Type dropdown.
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Click on Browse to add the virtual machine to configure for VMDK anti-affinity rule.

9. Select the Virtual machine type and click on OK.

10.

Select the Virtual Disks type of the virtual machine to be placed on a
separate datastore:

i Cloud-Datastore cluster - Add Storage DRS Rule ?) M
[+] Enable rule
Mame: DB-VMOK-anti affinity _
Type: | VMDK anti-affinity lzal
Selected wirtual disks should be placed on different datastores.
wirtual machine:  [Frod-DB ;_“E_lmwse..._ [
QF -
Yirtual Drisk
+ Hard disk 1
[+ Hard disk 2
i 2items [=~
ok || caneel |

11. Click on OK to apply the rule.

Configuring VM anti-affinity rules

VM anti-affinity rules ensure that all the virtual disks of selected virtual machines should be
placed on different datastores. Let's take a look at a step-by-step procedure to create VM

anti-affinity rules:
1. Browse towards your storage DRS cluster in the vSphere Web Client.
2. Click on the Manage tab and select Settings.
3. Select the Rules option and click on Add.
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® N o o

Select the Enable Rule checkbox.

Enter the name for your VM affinity rule name.

Select VM anti-affinity from the Type dropdown.

Click on Add to add the virtual machine to configure for VM anti-affinity rule.

Select the Virtual Machine type and click on OK.

3 Cloud-Datastore cluster - Add Storage DRS Rule (2] M
[«] Enable rule
Marne: |DC-vM-Anti-affinity |
Type: | VM anti-affinity leal
All wirtual disks of the listed vitual machines should he placed an
different datastores.
4 Add . (aF -
Wirtual Machine
Frod-CB
Do
i Z2items [sb~
OK || Cancel
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Managing Virtual
Machines

In this chapter, we will cover the following:

» Deploying virtual machines

» Installing and customizing a guest operating systems
» Configuring the ESXi host and VM for Fault Tolerance
» Configuring virtual machine's hardware

» Configuring virtual machine options

» Creating snapshots, templates, and clones

Introduction

A virtual machine is the collection of different sets of specification and configuration files.
Virtual machines are similar to the physical computer that runs the operating system and
applications. VMware virtual machine shares the resources such as processor and memory
from the ESX/ESXi hosts. A virtual machine can be deployed or run on an isolated ESX/ESXi
host and also on the ESXi hosts that is managed by the vCenter Server. virtual machines have
an operating system, virtual resources, virtual hardware, and VMware tools. Virtual machines
can be managed in the same way as the physical servers.
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Deploying virtual machines

A virtual machine can be deployed in multiple ways, such as creating a new virtual machine,
deploying a virtual machine from the template, or clone an existing virtual machine. Creating
a new virtual machine involves a lot of manual tasks such as creating a new virtual machine
with memory, CPU, and disk configuration followed by guest OS installation, configuration,

and application installation. It will be a bit of a time consuming task as compared to other
deployment methods. Deploying a virtual machine from the template is suitable for mass
deployment for quicker provisioning of virtual machine. Templates are also referred to as

a golden image, which is nothing but a preconfigured virtual machine with guest 0S and
application. New virtual machine can be easily and quickly deployed from templates. Cloning
an existing virtual machine creates an exact copy of the virtual machine. It can be useful if you
want an identical virtual machine, to create a same setup to test the development activities in
the test environment.

Getting ready

Connect to your VMware vCenter Server using vSphere Web Client and browse to your cluster
or ESXi host in the vSphere Web Client.

How to do it...

We'll see a step-by-step procedure of different methods to deploy a virtual machine using the
vSphere Web Client.

“F1 New Virtual Machine (7) m
1 Select creation type How would you like to create a virtual maching?
WY 12 Select a crealion lype al machine This option guides you thraugh creating a new vidual
machine. Youwill be able to customize processars, mamaory,
2 Edit settings Denploy from template netwark connections, and starage. ¥ou will need to install 2
22 Select aname and folder Clone an existing virtual machine guest operating system after creation
Clone virtual machine to template
Clone template to template
Convertternplate to virtual machine
3 Ready to complete
1 v
[ H Mext ][ H Cancel ]
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The steps for creating a new virtual machine are as follows. This option allows you to create
a new virtual machine and also you will be able to customize the virtual hardware such as
processor, memory, network connection, and storage.

1. Right-click on the cluster or the ESXi host and select New virtual machine.
2. Select the Create a new virtual machine option under the Select a creation
type option.

3. Enter a name for your virtual machine.

4. Select a datacenter or VM folder location for the new virtual machine.

5. Select a computing resource such as cluster, host, vApp, or resource pool to run this

virtual machine.

6. Select the Datastore to store the virtual machine.

31 New Virtual Machine ?) M
1 Select creation type VM Storage Profile; | Mone ﬂ
+  1a Selecta creation type The following datastores are accessible from the destination resource that you selected. Select the destination datastare forthe
2 Edit settings virtual machine configuration files and all ofthe virtual disks
+  2a Selectaname and folder Nama Capasity Provisionzd Free Type Sterage DRS
\/ 2b Select a compute resource B datastoret (1) 35.00 GB ATA5GH 32.04 GB WhFS
Q datastarel 35.00 GB 5852 GB 2710 GB WMFS
v BT
B MS-i3CEl-Storage 11.75 GB 880.00 MB 10.88 GH WhFS
2d Select compatibility
Compatibility:
@ Compatibility checks succeeded,
pack | [ men || | [ cancer |

7. Select one of the following compatibilities for the virtual machine from the

drop-down menu:

o ESX 3.x and later: This virtual machine (VM Version 4) is also compatible
with ESXi 4.X, ESXi 5.0, and ESXi 5.1. Some of the hardware features of the

virtual machine are unavailable with this option.

o ESX 4.x and later: This virtual machine (VM Version 7) is also compatible
with ESXi 5.0 and ESXi 5.1. Some of the hardware features of the virtual
machine are unavailable with this option.
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o ESX 5.0 and later: This virtual machine (VM Version 8) is also compatible
with ESXi 5.1. Some of the hardware features of the Virtual Machine are
unavailable with this option.

o ESX 5.1 and later: This virtual machine (VM Version 9) provides best
performance and latest features in ESXi 5.1.

1 New Virtual Machine 7 M

1 Select creation type The host or cluster supports mare than one Yidware vitual rachine version, Select a compatibilite for the virtual machine.

+  1a Select a creation type
S et Compatible with- | ESK 5.1 and later [re
«  2aSeletanameandfolder  This virtual machit o o 2nd 1ater
ESX 4xand later

+~  2b Selecta compute resource

ESX 5.0 and later
~  2c Selectstorage

bl 2d Select compatibility

2e Select a guest 0S

[ Back H Next H H Gancel ]

Select the guest OS family and the guest OS version for the virtual machine.

9. When creating the virtual machine, you will have an option to configure the virtual
hardware. You can edit the virtual hardware or you can add a new virtual hardware by
selecting the device from the New device drop-down menu and clicking on Add.

5 New Virtual Machine 2
1 Select creation type | virtual Harduware i M Options i SDRS Rules |
i 1a Select a creation type
o o
2 Edit setfings = =
» W Memory [1024 |-‘ [MB -]
~  2a Selectaname and folder

|
|
'  2b Selecta compute resource » 2 “New Hard disk |4ﬂ %] [GB | vl

) 2¢ Select storage » Mew SCSI contraller LSI Logic Parallel

+  2d Select compatibility 3 Mews Metwark [VM Metwork | v} [ Connect.
' 2e Selectaguest 08 » (@) *New CD/DVD Drive [ChentDevice | v} i
> E Mew Floppy drive [ChemDewce | v] O
3 Beoen 19 compiets » [@ video card [Epecw custorm settings ! vJ

» o8 VMCI device

» Other Devices

Mew device: B LIl S |'] { I

Compatibility: ESXi 5.1 and later {4M version 9)

TR J [Coamat ],
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10. Review the selected options and click on Finish to create the new virtual machine.

The steps to deploy a virtual machine from the template are as follows. This option allows you
to create a new virtual machine from the existing template. A template is a golden image of a
preconfigured virtual machine as per your organization's needs. It allows you to easily deploy

virtual machines very quickly.

1. Right-click on the cluster or the ESXi host and select New virtual machine.

2. Select the Deploy from template option from the Select a creation type page.

3. Select a template to deploy the virtual machine from. Optionally, you can also choose
from the following options:

o Customize the operating system: This option is to customize the guest
operating system of the virtual machine

o Customize this virtual machine hardware (Experimental): This option
is used to configure the virtual machine's hardware before the virtual
machine deployment

o Power on virtual machine after creation: Select this option to power on the
virtual machine after the creation of the virtual machine is complete.

ﬁg‘ Win2k3-Template - Deploy From Template

1 Select creation type Select a template to deploy from

W 1a Select a creation type | @ Search
bl 1D Selectatemplate [ Jvcenterdlab.com
2 Edit settings w [{g Cloud-Datacenter
w [ |Discovered virtual machine
W win2k3-Termplate

Z2a Select a name and folder

[

2h Select a compute resource
2¢ Belect storage
2d Customize guest 08

Z2e Customize hardware

3 Ready to complete

4. Enter the name for the virtual machine and choose the Inventory location for the
virtual machine.

5. Select a computer resource such as cluster, host, vApp, or resource pool to run this
virtual machine.
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6.

Select the Datastore to store the virtual machine. All the virtual machine related files
are stored under the folder with the same as the VM name on the datastore selected.

Customize Guest 0S and virtual hardware if required.
Review the selected options and click on Finish to create the new virtual machine.

Cloning an existing virtual machine allows you to create a copy of the existing virtual machine.
The steps to clone an existing virtual machine are as follows:

1.
2.

Right-click on the cluster or the ESXi host and select New virtual machine.

Select the Clone an existing virtual machine option from the Select a creation
type page.

Select a virtual machine to clone the New virtual machine from and optionally
choose one of the options: Customize the operating system, Customize this virtual
machine hardware, or Power on virtual machine after creation.

Enter the name for the virtual machine and choose the Inventory location for the
virtual machine.

Select a compute resource, such as cluster, host, vApp, or resource pool to run this
virtual machine on.

Select the Datastore to store the virtual machine.
Customize Guest 0S and virtual hardware if required.
Review the selected options and click on Finish to create the new virtual machine.

Cloning a virtual machine to a template will allow you to create a copy of an existing virtual
machine and making it a template. A template is a golden image of a preconfigured virtual
machine that allows you to easily deploy virtual machines from a preconfigured virtual
machine. The steps for cloning a virtual machine to Template are as follows:

1.

N
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Right-click on the cluster or the ESXi host and select New virtual machine

Select the Clone virtual machine to Template option from the Select a creation
type page.

Select a virtual machine to clone to the template.

Enter a name for the Template and choose the Inventory location for the template.

Select a cluster or host to store this template. If host is selected, the template is
directly placed on that host or the template will be placed on any one of the hosts in
cluster, if cluster is selected.

Select the Datastore to place the template. All the template-related files are stored
on the datastore.

Review the selected options and click on Finish to clone a template from a
virtual machine.
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Cloning a template to template allows you to create a copy of an existing template. Steps for
cloning a template to template are as follows:

N

N o b w

Right-click on the cluster or the ESXi host and select New virtual machine.
Select the Clone a Template to Template option from the Select a creation type
page.

Select a template to clone the template from.

Enter a name for the Template and choose the location for the template.

Select a cluster or host to store this template in.

Select the Datastore to place the template in.

Review the selected options and click on Finish to clone a template from an
existing template.

You can update the virtual machine with the latest software and patches and then convert
the virtual machines back to template to continue the virtual machine's deployment from the
template. The steps to convert a template to virtual machine are as follows:

1.
2.

Right-click on the cluster or the ESXi host and select New virtual machine.

Select the Covert template to virtual machine option from the Select a creation
type page.
Select a template to convert to virtual machine.

Select a compute resource such as cluster, host, vApp or resource pool to run this
virtual machine on.

Review the selected options and click on Finish to convert a template to a
virtual machine.

Virtual machines comprise multiple files that will be stored on the datastore. These
files make up the virtual machine. The following is the list of file types which the virtual
machine comprises:

>

.vmx: This is a virtual machine configuration file that contains the settings specified
while creating a new virtual machine wizard or while editing the virtual machine
settings.

.vmxf: This is an additional virtual machine configuration file for the VMs in the
team.

.vmdk: This is a virtual disk file that contains the virtual machine's hard disk
characteristics.
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-flat.vmdk: This is a virtual disk file that contains the virtual machine disk data.
.nvram: This file contains the virtual machine BIOS or EFI configuration.

.vswp: This is the virtual machine swap file. It will be created when the virtual
machine will be powered on. The size of the file is equal to the memory assigned
to the virtual machine. This file will be used as memory overflow in case of memory
contention of the ESXi host.

.vmsd: This file is the virtual machine's snapshot.
.vmsn: This file is the virtual machine snapshot data file.
.vmss: This is the virtual machine's suspend file.

. log: This file is the current virtual machine log file.
-#.log: This file is the compressed old log entries.

-delta.vmdk: This file will be created only when snapshots are created. A delta file
will be created for each snapshot that you create for the VM. This file will be deleted
once snapshot of the virtual machine is deleted.

-rdm.vmdk: This file will be created when the virtual machine is assigned with RDM
raw file. This is the mapping file for the RDM.

There's more...

The Open virtual machine Format (OVF) template can be used to deploy a preconfigured
virtual machine to your vCenter Server or the ESXi host. vSphere client or vSphere Web

Client allows you to deploy and export virtual machines with preinstalled guest operating
system and preconfigured software into OVF format. You can also export the preconfigured
virtual machine with preinstalled software applications from your inventory to use as virtual
appliance. An OVF file allows faster deployments of the virtual machine with preconfigured
guest operating system and applications. OVF can encapsulate more than one virtual machine
and also multi-tiered applications.
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The steps for deploying an OVF template are as follows:

1. Right-click on the cluster or the ESXi host and select Deploy OVF Template.

w [i7 Cloud-Datacenter
~ I Cloud-Clretor 1 i

Re oxie P Aetions - Cloud-Cluster

[ esxt T AddHost..
& Don B Move Hosts into Cluster..

G Proe T8 Mew virtual Machine..

{1 Proc B8 Mesw vapp..

G Proc ¥ Mew Resource Pool .

G testy £ Mew Datastore...

Gpwing ¥@ Deploy OWF Template...
[&5 Attach Host Profile...

Mave Ta...
Rename...
& Assigntag.

Alarms

AllwCenter Actions

Getting Starteq

2. Select either deploy from the URL or local file option to deploy the OVF template from.
Enter a URL to download and install the OVF package from the Internet, or browse to
a location file accessible from your computer, such as a local hard drive, a network
share, or a CD/DVD drive. Click on Next.

Deploy OVF Template

1 Source
oz seecisoues ]
+  1b Review details
1c Accept EULAs
2 Destination
23 Select name and folder
2b Select storage
2¢ Setup networks
2d Customize template

3 Ready to complete

Select source
Selectthe source location

Enter a URL to download and install the OVF package from the Intemet, or browse to a location accessible from your computer,

such as alocal hard drive, a network share, or a CD/IDVD drive

) URL

(=) Local file

| Browse... | Cr\Materials\WWMwarel\VCAP_DCAWMA-5.0.0.0-472630_0OVF10.ovf

-]

J [ caneat |

J[ven |
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4. Review the OVF template details and click on Next.
5. Click on Accept to accept the OVF license agreement and click on Next.

6. Edit or enter the OVF template Name and specify the folder location for the OVF. Click
on Next.

7. Select one of the Datastores listed to store the files for this deployed template and
click on Next.

8. Select one of the virtual machines port groups from the Destination networks
drop-down for the deployed OVF template.

9. Select one of the IP allocation methods either Static-Manual or DHCP from the IP
Allocation drop-down and Enter DNS Servers, Net Mask and Gateway information.

Click on Next.

Deploy OVF Template 210

1 Source Setup networks

Configure the networks the deployed template should use

v 1a Selectsource
v 1b Review details Source Destination Configuration
«  1c AcceptEULAS etwork [VM Ietwork :-J o]

2 Desfination

v 2a Selectname and folder

v 2b Select storage

1  2c Seup networks : —
2 BEpiecors. |l IPallocation: | Static-Manual |+ | @

2d Customize template

3 Ready to complete

Source: Network 1 - Description

Metwork 1

Destination: VM Network - Protocol settings
DNS servers 192.168.0.20 Gateway: 192.168.0.1

MNetmask: 255.255.255.0

[ Back H Mexd ][ H Eancet ]

10. Enter all the required properties to customize the deployed OVF and click on Next.

11. Review your selected settings and click on Finish to complete the OVF template
deployment. Optionally, you can choose the checkbox Power on after deployment to
power on the OVF template once deployment completes.

The steps for exporting an OVF template from the virtual machine are as follows:

1. Browse to your virtual machine in the vSphere Web Client.
2. Right-click on the powered-off virtual machine and select All vCenter Actions.

3. Select Export OVF Template.




Enter the name for the OVF template.

5. Click on Choose to browse to the location to save the exported OVF template.
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6. Select the checkbox Overwrite existing files if you want to overwrite files with the
same name on the desktop location.

7. Select one of the following format from the drop-down for the OVF Template:

o Folder of Files (OVF): Select this option to store the OVF templates as a set
of files (. OVF, .VMDK, and .mf) and also if you plan to publish this OVF on
a web server or image library. This OVF package can be deployed using the
URL from the vSphere Web Client.

o Single File (OVA): Select this option to package the OVF template into a
single file (.oVA file). This can be downloaded from the website and used as
a single file. This OVF package can be deployed using the file location option
from the vSphere Web Client.

8. Type the description for the OVF Template in the Annotation field.

9. Select Enable advanced options, if you want to include additional options for this
exported OVF template.

Export OVF Template 3
[ & cURL error: Couldn't connect to server ]
Marme [Database-ICH i

Directary | Choose | CADocuments and Settingsimohammed kajamoideen\Deskiop
[/] Overwrite existing files
Farmat [ Folder of files (OVF) [+ |
Annotation This O%F template is for 3GL OWF Template
e [ Include image files attached to floppy and COIOVD devices in the OVF
package
Advanced E Enable advanced options

[]Include BIOS UUID
[]Include MAC addresses

[]Include extra configuration

/2 The above options limit portability. Use only when absolutely required.

[ ok |[ cance |

10. Click on OK to complete the export of the OVF template.
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Installing and customizing a guest operating

system

Once the virtual machine is created, the next step will be to install the guest operating system
on the virtual machine. But when you deployed a virtual machine from the template or a
clone from an existing virtual machine, you can customize the guest operating system of the
virtual machine to avoid conflicts. Conflicts may happen when identical virtual machines are
deployed either via the template or clone.

Getting ready

Connect to your VMware vCenter Server using the vSphere Web Client. Browse to your virtual
machine in the vSphere Web Client.

How to do it..

We'll demonstrate a step-by-step procedure to configure, install, and customize the guest
operating system of the virtual machine. The steps for configuring a virtual machine BIOS to
boot from the CD/DVD drive are as follows:

1. Right-click on the virtual machine and select Edit Settings.

2. Click on the VM Options tab and select Boot Options.
3. Click on Boot Options to expand its configuration options.
4

Select the checkbox Force BIOS Setup to force the virtual machine to enter into
the BIOS setup screen next time the virtual machine boots. Click on OK to apply
the settings.
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51 wing - Edit Settings (2} M

| Wirtual Hardware | W Options | SDRS Rules | wApp Options

» General Options VM Name: |win8

. Whiveare Rermote Consale [] Lock the guest operating systern when the last remote user
Options disconnects

v Whilweare Tools Expand for VMware Tools seftings

» Power management Expand for power management settings

~ *Boot Options

Firmrrmare Choose which firmweare should be used to boot the vidual machine:

| BIOS 3

i\ Changing firmware might cause the installed guest operating
systern to become unhootahle.

Boot Delay Wihenever the vitual machine is powered an or reset, delay the boot
ardar far:
0 % millisecands
Force BIOS setup {*) [#] The next time the virtual machine hoots, force entry into the BIOS
setup screen
Failed Boot Recovery [ wihen the virtual machine fails tofind a boot device, automatically
retry hoot after;
10 ~ seconds
v Advanced Expand for advanced settings
v Fibre Channel NP Expand for Fibre Channel NPIV settings
Compatibility, ESXi 5.1 and later (/M version @) [ oK ] [ Rl l

5. Power on the virtual machine and click on Launch Console under the Summary tab.
6. Once the virtual machine boots into the BIOS screen select the Boot tab.
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7. Expand on the plus symbol to bring the CD-ROM Drive to the top.

CD-ROM Drive

8. Press F10 to save the configuration and exit from the BIOS screen.
The steps for installing the guest operating system are as follows:

1. Right-click on the virtual machine and select Edit Settings.

2. Click on the Virtual Hardware tab.

3. Select CD/DVD drive and click on CD/DVD drive to expand its configuration options.
4. Select one of the following CD/DVD device from the drop-down:

o Client Device: Select this option to install the guest operating system from
the CD/DVD device connected to the physical DVD or CD device on the
system from which you are using the vSphere Web Client to connect to your
vCenter Server.

o Host Device: Select this option to install the guest operating system from the
CD/DVD device connected to the physical ESXi host.

o Datastore ISO File: Select this option to install the guest operating system
from the CD/DVD device attached to an ISO file that is stored on a datastore
accessible to the ESXi host.
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Select Connect At Power On for CD/DVD device status.
Click on OK to apply the settings.

Once the CD/DVD drive is connected to the virtual machine, power on the
virtual machine

The virtual machine will boot from the attached CD/DVD media.

Now, follow the operating system installation instructions. The steps for installing VMware
tools on Windows guest operating system are as follows:

1.

Make sure your virtual machine is powered on and a guest operating system
is running.

Right-click on your virtual machine and select All vCenter Actions.
Choose Guest 0S and select Install/Upgrade VMware Tools.
In the confirmation window, click on Mount to install VMware Tools.

& Install VMware Tools

VMware Tools includes drivers to improve graphics, mouse, networking, and storage
for VMware virtual devices.

Click Mount to mount the disk image with VMware Tools on the virtual CD/DVD drive
of the virtual machine. Then, go to the console to run the VMware Tools Install wizard
from the virtual CDIDVD.

Click Cancel ifthe guest OS5 is not running. The guest O3 of the virtual machine must
be running to install VMware Tools.

(o) (L)

To open the virtual machine console, click on Launch Console in the Summary tab of
the virtual machine

Log in to the guest operating system and open My Computer.

7. Double-click on the VMware tools mounted on your virtual machine CD/DVD drive.
Follow the installation instructions as per the VMware tools installation wizard and
click on Finish to complete the VMware tool's installation.

9. Restart your virtual machine to apply the settings.

The steps for using customization specification manager to customize the guest OS are
as follows:

1. From the vSphere Web Client home page, click on Rules and Profiles.

2. Select Customization Specification Manager.

3.

Expand the plus symbol to create a new specification.
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4. Select either Windows or Linux from the Target VM Operating system drop-down.

5. Enter the name for this customization specification and click on Next.

6. Enter the registration information for this copy of the guest operating system.

7. Choose one of the following options to enter the computer name that will identify this
virtual machine on a network:

o Enter a name: This option allows you to manually enter the computer name
for the virtual machine. The name cannot exceed 15 characters. You choose
the checkbox Append a numeric value to ensure uniqueness to append the
hostname with the numeric value. The name will be truncated if combined
with the numeric value; the name cannot exceed fifteen characters.

o Use the virtual machine name: This option will use the virtual machine
name as the computer name for the guest operating system.

o Enter a name in the Clone/Deploy Wizard: With this option, you can enter a
computer name for the virtual machine, when it is deployed from the clone/
deploy wizard.

o Generate a name using the custom application configured with the
vCenter Server: You can use the custom application to enter a computer
name for the virtual machine.

[C4 Mew WM Guest Customization Spec 7 M

+" 1 Specify Properties

Enter a computer name that will identify this virtual machine on a network.

~" 2 SetRegistration Information

¥4 3 Set Computer Name () Enter a name

4 Enter Windows License

5 Set Administrator Password

6 Time Zone

T Run Once

3 Configure Network

9 Set Workgroup or Domain

10

11 Ready to cc

Set Operating System
Options

pmplete

O

(=) Use the vittual machine narne
Ifthe name exceeds 15 characters, itwill be truncated.

() Enter a name in the CloneiDeploy wizard

[ Bk J[ nmea ][ | .L
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10.
11.

12.

13.

Enter the Windows Licensing information for this copy of the guest operating system.
If this virtual machine does not require licensing information, leave these fields
blank. Select Licensing Mode Per seat or Per server for the windows guest operating
system and enter the number of Max connections for every server licensing mode.
Click on Next.

Enter the Administrator Password for the autolog on option of the administrator
account. Select the checkbox, Automatically logon as Administrator and enter the
number of times to logon automatically and click on Next.

Select the Time Zone for this virtual machine from the drop-down and click on Next.

Specify the commands to be executed the first time a user logs in to the guest
operating system. Click on Add to add the commands.

Configure the network for the virtual machine either using default or custom network
settings.

Select the option How will this virtual machine participate in a network?.
Choose either workgroup or Domain and enter Workgroup name or domain name,
username, and password for the user account that has permission to add the
computer to the domain. Click on Next.

EE Hew VM Guest Customization Spec 2 b

LR e %

1 Specify Properties

2 Set Registration Information
3 Set Computer Name ~) Workgroup:
4 Enter Windows License

5 Set Administrator Password
6 Time Zone

7 Run Once

8 Configure Network

Y 9 Set Workgroup or Domain Confirm Password i

Set Operating System
Options

11 Readyto

How will this virtual machine participate in a network?

(=) Windows Server Domain.  [lab.cam |

Specify a user account that has permission to add a computer to the domain

Username:

Password:

complete

[ Back ][ Mext ][ H Sanes .].::
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14. Select the checkbox Generate New Security ID (SID) to generate a new security
identity for the virtual machine and click on Next.

15. Review the selected options and click on Finish to create a new guest customization
specification for the Windows operating system.

The steps for customizing the virtual machine deployed from the template or clone are
as follows:

Browse to your VMs and templates in the vSphere Web Client.

Right-click on your template and select Deploy VM from this Template.

Enter a name for a virtual machine and select the location to place the deployed
virtual machine. Click on Next.

4. Select a Cluster, host ,vApp, or resource pool to run this virtual machine and
click on Next.

5. Select a Datastore and choose the disk format from the select virtual disk format
drop-down if you want to change the virtual machine's disk format. Click on Next.

6. Select the checkbox Customizing the operating system in Select clone options
and click on Next.

2% winB-template-prod - Deploy From Template 2
1 Edit settings [ Customize the operating system
«  1a Select aname and folder [ Customize this virtual machine's hardware (Experimental)

«  1b Select a compute resource [1 Power an virtual machine after creation

«  1c Select storage

v 1d Select done oplions
1e Customize guest 0S5

eadyto complete

(oo ) e ) o ) (o)
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7. Choose customization specification that is suitable for this operating system
deployment and click on Next.

55’ wing-template-prod - Deploy From Template 7 M
1 Edit settings Operating Systern:  Microsoft Windows B (32-hify
" 1a Selectanarme and folder B B B (@ Fi
v 1h Selecta compute resource
Name Guest OF Last Modified
e AR Windows 8 Custimzation Vindaws 71162013 1:44:29 PM
~  1d Selectclone options
fv g
2 Ready to complete
a i L
(oo [ men || | [caneel |

8. Enter the values that are required as input for this customization specification and

click on Next.
55‘ wing-template-prod - Deploy From Template B
1 Edit settings The customization specification requires thatvou manually enter values for the following guest settings s
1a Selecta name and folder MelBIOS Name: ing-cloud

14 Select a compute resource The narme cannot exceed 63 characters

1c Select storage
1d Select clone options

1e Custormize guest OS

<44 & KQ

2 Readyto complete

(o ) (o ) ) (o)

9. Review the options selected for the virtual machine deployment and click on Finish.
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There's more...

The client integration plug-in provides access to perform vSphere infrastructure tasks such as
accessing the virtual machine's console, deploying OVF or OVA templates and also uploading
and downloading files from the datastore browser. Apart from that, the client integration plug-
in allows you to connect to the virtual devices from the client computer to a virtual machine.
The client integration plug-in can be installed from the vSphere Web Client.

The steps for installing the client integration plug-in are as follows:

1. Open your web browser and enter the URL of your vSphere Web Client.

2. Inthe left corner of your vSphere Web Client, click on Download the Client
Integration Plug-in.

3. Once the download is complete, start the installation by double-clicking on the Client
Integration Plug-in installer.

4. Inthe welcome screen, click on Next to continue the installation of the client
integration plug-in.

5. Follow the installer instructions and click on Finish to complete the installation.

Configuring the ESXi host and VM for

Fault Tolerance

vSphere Fault Tolerance (FT) is also called as super high availability. vSphere Fault Tolerance
provides continuous availability to the virtual machines even during the ESXi host failures by
eliminating the downtime to the virtual machine and applications running in it. vSphere High
availability (HA) provides high availability to virtual machines in case of ESXi host failures but
the downtime to the virtual machines will be the time the virtual machine restarted on the
other hosts. In vSphere Fault Tolerance, there will be zero downtime even in case of ESXi host
failure. FT-protected virtual machines are continuously available even when the parent ESXi
host is down.

Getting ready

Connect to your vCenter Server via the vSphere Web Client login.
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How to do it...

We will take a look at a step-by-step procedure to prepare and configure the ESXi host and
virtual machine for Fault Tolerance. The steps for preparing the host and cluster for Fault
Tolerance are as follows:

1. vSphere HA must be enabled on the vSphere cluster and the ESXi hosts to place the
Fault tolerance virtual machine on the cluster.

2. At least two ESXi hosts that are FT-certified with same build number or Fault
Tolerance version should be in the HA cluster.

3. The ESXi hosts BIOS must have enabled with HV.

4. The ESXi hosts should have one of the processors that is compatible with FT and also
compatible with one another.

5. The ESXi hosts must have access to same networks and datastores attached.

The ESXi hosts must be licensed and certified for the Fault Tolerance feature.

7. The ESXi hosts VMkernel network must be enabled with vMotion and Fault Tolerance
logging. It is a good practice to separate the different VMkernel networks using
different NICs.

vimk1 - Edit Settings ,,
Available services
MG Hima Enable services: [ wMotion traffic
EXL el [ Fault Tolerance logging
IPv6 settings [ Management traffic
Validate changes [[] vSphere Replication traffic

OK || cancel |

205




Managing Virtual Machines

The steps to modify the requirements and limitations of the virtual machine for Fault
Tolerance are as follows:

1.

o o &~ W

206

Virtual machines must have Virtual RDM or VMDK (Virtual Machine DISK) with thick
provision eager zeroed format. Virtual machines with other disk formats should be
converted to supported disk format to enable Fault Tolerance. When you try to enable
Fault Tolerance on the virtual machine with thin format, it will display the message
that the VMDK file must be converted. The virtual machine must be powered off to
proceed with this disk format conversion.

FT-enabled virtual machines should be stored on shared storage such as Fibre
Channel, iSCSI, NFS, and NAS.

Virtual machines must be running with the supported guest operating system.
Virtual machines must not have snapshots to enable the Fault Tolerance.
Fault tolerance cannot be enabled on the virtual machine with a linked clone.

A virtual machine enabled for Fault Tolerance cannot be migrated with Storage
vMotion. To migrate the virtual machine with storage vMotion, Fault Tolerance should
be temporarily turned off.

A virtual machine with only one vCPU is compatible with Fault Tolerance. Symmetric
Multiprocessor (SMP) virtual machines are not supported for Fault Tolerance.

vSphere features such as Physical Raw Device Mapping (RDM), Para virtualized
guests, IPv6 for FT logging, Extended Page Tables/Rapid Virtualization Indexing,
Virtual EFI firmware, NIC passthrough, N_pord ID Virtualization, and devices such
as USB devices, sound devices, Vlance network drivers, hot-plugging devices,
serial ports, parallel ports, video devices with 3D enabled, virtual hard disk with
thin-provisioned format and thick-provisioned have clustering feature but are not
supported for Fault Tolerance.

Virtual machines must not have HA disabled from VM override options.
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The steps for enabling Fault Tolerance for virtual machines are as follows:

1. Browse to your virtual machine in the vSphere Web Client.
2. Right-click on your virtual machine and select All vCenter Actions.

3. Select Fault Tolerance and choose Turn On Fault Tolerance.

{ij» Manage Snapshots...

28 Clone..

5 Edit Settings...

ffowve To..
Rename...
{8 Assiontag...

Alarms

All vCenter Actions

=

Custom Aftributes
Edit Motes..

Remaowe from Inventary
Delete fram Disk

Edit Settings ...

< wCenter i ~| X (31 ProdWebServer | Actions =T
J @ | -."ijl = | Q Gefting Started | Summary | Monitor  Manage Related Objects
w [ veenters lah.com
Prod-WebServer CPU USAGE
w [l Clous-Datacenter Guest 0S: Microsoft Windows 0Hz
~+ B cloud-cluster Power T i
= ; M I 1
[ esvi-nodet lab.cam Powered OF SiaE g 5 o g
esxi-node lab.com —
E%DCDM Shapshots » j ;;0%‘35 usA
(51 Prod-Fileserver B Migrate...
{3 Prod-SQL-DB-2008 Launch Console g8 Clone.. 1
od-! Template »
3 Actions - Prod-WekServer | 1
By ey - Evport Diagnostic Data..
fl'jhwing OpenConsol ~ VM Storage Profiles
@ Power On Fault Tolerance »
Ut Lo Edit Resource Settings...
= Mig}ate. . (4 Export OWF Template...
LL_<J Take Sr;.;cnpshot | Storage Profiles »
—— g Compatibility »

L

|
Edit Settings.

This list|
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4. Click on Yes to turn on Fault Tolerance.

Turn On Fault Tolerance

Turning Fault Talerance On will take thin-
provisioned disks and disks with blocks zeroed out
when written to and convert them to disks with all
hlocks zeroed out. This disk conversion requires
that a wirtual machine use maore disk space and
requires some processing time.

e The DRS autamation level for this YW will change
to disabled.

The memory reservation of this Wi will he changed
to the memary size of the W and maintained egual

to it until Fault Tolerance is turned off.

Do you wantto turn On Fault Tolerance?

The steps for disabling Fault Tolerance for virtual machines are as follows. Disabling Fault
Tolerance will remove Fault Tolerance protection from this virtual machine but will keep
historical information about Fault Tolerance performance.

Browse to your virtual machine in the vSphere Web Client.

Right-click on your FT protected virtual machine and select All vCenter Actions.
Select Fault Tolerance and choose Disable Fault Tolerance.

N

Click on Yes to disable the Fault Tolerance.

Turning off Fault Tolerance will remove Fault Tolerance protection from this virtual machine
and delete all historical Fault Tolerance data. The steps for turning off Fault Tolerance for
virtual machine are as follows:

1. Browse to your virtual machine in the vSphere Web Client.

2. Right-click on your FT protected virtual machine and select All vCenter Actions.

3. Select Fault Tolerance and choose Turn off Fault Tolerance.

4. Click on Yes to turn off the Fault Tolerance.
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Fault tolerance can be enabled for mission critical virtual machines. When Fault Tolerance is
enabled for the virtual machine, a duplicate virtual machine will be created called secondary
virtual machine. vSphere Fault tolerance uses a technology called vLockstep technology.
vLockstep technology captures all inputs and events that happened in the primary virtual
machine and will be sent to, and repeated on, the secondary virtual machine.

When you enable Fault Tolerance on the virtual machine, the secondary virtual machine will be
created on another ESXi host in the same cluster. Fault tolerance uses FT logging network to
transfer traffic between primary and secondary virtual machines. Both primary and secondary
FT protected virtual machines will continuously exchange heartbeats. The exchange of
heartbeats will be used to monitor the status of each other to ensure that the Fault Tolerance
of the virtual machine is maintained. If the ESXi host hosting the primary virtual machine fails,
immediately the secondary virtual machine will be activated and take the control of the primary
virtual machine. A new secondary virtual machine will be created in other ESXi host in the
cluster. The primary virtual machine and secondary virtual machine are not allowed to run on
the same ESXi host. This ensures that both the primary and secondary VM will not fail in case of
host failure, so it always ensures that the Fault Tolerance of the virtual machine is maintained.

There's more...

VMware site survey is a plug-in for vSphere client, which analyzes the ESX/ESXi hosts
managed by the vCenter Server and it reports whether the current configuration of both
software and hardware is compatible for use with the vSphere Fault Tolerance.

The steps for using site survey to check Fault Tolerance Compliance are as follows:

1. Log in to your vCenter Server using vSphere client.

2. Select your cluster or the ESXi host and click on the Site Survey tab.
3. Click on Run Site Survey.

4. Click on Add to add the DRS rules.
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5. It will display the compatibility of your selected ESXi hosts or host in the cluster and
virtual machines for Fault Tolerance Compliance.

[E— ETTE—e
ation' Tas Events . dlarms [ Permissions

Version 2.5.3

Setvers esxi-node 2 lab . com
Genersted; Wed Jul 17 13:32:32 2013

Report far host esxi-node?.1ab . com

CPU type Intel{R} Core{TM)2 Duoc CPU E7500 @ 2Z.93GHz is not supported
by FT.

These ESX hosts are not compatible with FT, but may contain YMs that are:

esHil-node?.lah.com

Virtual Machines on esxi-node?.lab.com

CPU Disk Snapshots 05 PRDM PV HPIV Drives Drivers HIC

Prod-SOL-DB-2008 S X X G U R S - S

Wwing-Template v’ JI' 1( v" 1( J J J !f J
winé-template-prod J J \( J \( J J J \( J
Prod-Fileserver (FT primary) ( f ( ( d’ d’ ( ( !f (
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Refer to the following link to understand the installation of VMware Site Survey:

http://www.vmwarearena.com/2012/08/fault-tolerance-vmware-site-
survey.html

As per VMware, Site Survey is no longer supported as of vSphere 5.1.
Versions prior to 5.1 will continue to be supported. However, | have
T~ explained the feature of Site Survey to understand its features and benefits.

Configuring virtual machine hardware

A virtual machine has virtual devices that are similar to physical hardware and provide the
same functionality as that of the physical servers along with additional benefits, such as
manageability, portability, and high level of security. The following is the list of virtual hardware
devices that can be added to the virtual machines, but not all hardware is available to every
VM. It is based on the ESXi host it is running, guest operating system installed on the virtual
machine, and also on the vSphere license.

» CPU

» Memory

» Virtual Network Adapter

» Virtual hard disk

» Chipset

» DVD/CD-ROM drive

» Floppy drive

» USB device
» USB controller
» SCSl device

» SCSI controller
» Serial port

» Parallel port

» Keyboard

» Pointing device
» PCl device

» PCI controller
» IDE controller
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Getting ready

Connect to your vCenter Server via the vSphere Web Client and browse to your virtual machine
in the vSphere Web Client.

How to do it...

We will take a look at the step-by-step procedure to create and configure the virtual hardware
for the virtual machine.

The steps for configuring the virtual CPU options are as follows:

1. Right-click on your VM and click on Edit Settings.
2. Click on CPU to expand its configuration options.

3. Select the Number of Processors from the CPU drop-down menu. The virtual CPUs
available to a virtual machine depend on the number of licensed CPUs on the ESXi
host and the number of CPUs supported by the selected guest operating system of
the virtual machine.

4. From the Cores per Socket drop-down, select number of cores per socket.

5. Allocate the CPU capacity for the virtual machine by configuring Reservation, Limits
and Shares if required.

6. Select one of the CPUID Mask options from the drop-down menu. The CPU
identification mask specifies the CPU capabilities that this virtual machine requires
so that vCenter Server can determine if a destination host is viable for vMotion or
cold migration. In some cases, values need to be different for AMD processors. The
following settings can be set in the AMD override tab:

o Hide the NX/XD flag to guest: With this automation level, vCenter Server
will not provide any power management recommendations.

o Expose the NX/XD flag to guest: With this manual DPM automation level,
vCenter Server will only recommend evacuating an ESXi host's virtual
machines, and power off the ESXi host when the cluster's resource usage
is low.




10.

Chapter 6

Select the Expose hardware assisted virtualization to the guest OS checkbox to
expose the full CPU virtualization to the guest operating system. Applications that
require Hardware Virtualization (HV) can run on virtual machines without binary
translation or paravirtualization.

Select the Enable Virtualized CPU performance counters checkbox to use
performance-tuning tools in the guest operating system for software profiling. This
feature will be useful to identify the performance problems of the processor and
improve the processor's performance. This capability is useful for software developers
who optimize the software running on the virtual machines.

Select one of the following Hyper threaded (HT) Sharing options from the HT sharing
drop-down menu. The HT sharing option allows you to control the sharing of a physical
core within and among the virtual machine and virtual machine's Virtual CPUs.

o Any: With this HT Sharing option, the virtual CPUs of the virtual machine
can share the physical core with other virtual CPUs of this virtual machine or
other virtual machines.

o None: With this HT Sharing option, virtual CPUs of the virtual machine use a
processor core whenever they are scheduled for it.

o Internal: With this HT Sharing option, virtual CPUs are allowed to share a
physical core within the CPUs of this virtual machine but never share a core
with any other virtual machine.

Choose one of the following CPU/MMU Virtualization types from the drop-down
menu. ESXi can automatically determine if a virtual machine should use hardware
support for virtualization based on the processor type and the virtual machine.
However, overriding the automatic selection for some workloads can provide better
performance. If a selected setting is not supported by the host, Automatic selection
will be used.

o Automatic
o Software CPU and MMU
o Hardware CPU and software MMU
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a Hardware CPU and MMU

Fh testwn - Edit Settings B
| Virtual Hardweare i W Cptions i SDRS Rules ! whpp Options I
« [ cru (1 -] @ 2
Cores per Socket [1 |v] Sockets: 1
CPL Hat Plug ||
Reseration | 0 | - | [MH;{ ! v]
Limit [Unlimited Bl
Shares [Nurmal iv] D
CPUID Mask [Expuse the MO lag to guest | v] Advanced...
Hardware vitualization [ | ; : I ]
Feformance counters | A=W
HT Sharing [An\; | v]
CPUMMU [ Automatic B
Wirtualization
ESXi can automatically determine if a wirtual machine should use
hardware support for vitualization based on the processor type
and the virtual machine. However, far some waorkloads, ovarriding
the automatic selection can provide better performance.
Mate: If a gelected sefting is not supported by the host or canflicts
with existing wirtual machine settings, the setting is ignored and
the "Automatic” selection is used.
— Crcon ] e =% =
MNew device: [ _______ Salart o !v] | |
Cornpatibility; ESX¥ 5.0 and later (4 version &) [ Ok ] [ Cancel ]

11. Click on OK to apply the settings.
The steps for configuring the virtual machine's memory options are as follows:

1. Right-click on your virtual machine and click on Edit Settings.
2. Click on Memory to expand its configuration options.
3. Enter the virtual machine's memory size in MB or GB in the RAM option.
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4.

5.

Allocate the memory capacity for the virtual machine by configuring Reservation,
Limits and Shares if required.

41 testvm - Edit Settings ?) M

| wirtual Hardware | WM Options | SDRS Rules |

wApp Options |

v [@d cru [1 iv] @ 5
- #l Memary

RAM ES E [m

Reservation | 0 |v| [MEI :v]

[ ] Reserve all guest memory (All locked)

Lirnit [ Unlimited E

Shares [Normal | ] u

Memary Hot Plug (]
b s Hard dizsk 1 5
¥ A Hard disk 2 1
3 @;, SCEl contraller 0 LS| Logic SAS
3 Metwirk adapter 1 [VM Metwork v] M connect..
b (@) CDIDVD drive 1 [cnentDevice iv] O
3 Floppy drive 1 [Client Dievice | v] O
3 Wideo card [Specify custam settings | v]
b 5G] device

Mew device: [ _______ e laps I'] | |

Cormpatibilite ES®i 5.0 and later (M versicrn &) [ 0K ] [ R ]

Click on OK to apply the settings.

The steps for reconfiguring the virtual machine's hard disk are as follows:

1.
2.
3.

Right-click on your virtual machine and click on Edit Settings.
Click on Hard disk to expand its configuration options.

Enter the size of the virtual machine's hard disk in MB or GB if you want to change
the size of the hard disk.

Configure the shares for your virtual hard disk. Choose High, Normal, Low, or Custom
from the Shares drop-down menu.

You can enter the value in Limit-10Ps for the virtual disk.
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6. You can choose the virtual device node from the drop-down for your virtual disk.

7. Choose one of the following disk modes for your virtual disk from the Disk
Provisioning option:

[m]

[m]

Dependent: This disk type is included in snapshots. It is the default option.

Independent-Persistent: With this disk type, changes are written
immediately and permanently to the disk. Persistent disks are not affected
by snapshots.

Independent-Nonpersistent: When power off or revert to the snapshot takes
place, changes to this disk are discarded.

8. Click on OK to apply the settings.

The steps for adding a new virtual machine hard disk to a virtual machine are as follows:

1.

2
3.
4

Right-click on your virtual machine and click on Edit Settings.

Select the New Hard disk device from the device's drop-down and click on Add.
Enter the size of the new hard disk in MB or GB.

Select the Store with the virtual machine or Browse option to change the datastore
location from the Location drop-down menu.

Select one of the following disk formats from the Disk Provisioning options:

[m]

Thick provision lazy zeroed: This is the default disk format. With this disk
format, the space required for the virtual disk is allocated during the disk
creation. This disk is not zeroed during disk creation, which means any data
on the physical storage device is not erased during the disk creation but is
zeroed out on demand.

Thick provision eager zeroed: This disk format is supported for clustering
features such as the MSCS cluster and Fault Tolerance. The space required
for the virtual disk is allocated during the disk creation. This disk will be
zeroed during disk creation, which means any data on the physical storage
device is erased during the disk creation. It takes a longer time to create this
disk type as compared to other disk types.

Thin provision: With this disk format, the virtual disk only utilizes the space
required in the datastore. If the disk needs more space later, it can grow to
the maximum capacity allocated to the virtual disk.

6. You can enter the value to Limit - IOPs for the virtual disk.
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7. Choose one of the disk modes (Dependent, Independent - Persistent, or
Independent-Nonpersistent) for your virtual disk in the Disk Provisioning option.

51 wing - Edit Settings (2} b

| Yirtual Hardware i Whi Cptions i SDRS Rules ! vipp Options !

b3 WMCT device

v Other Devices

- (2 Mew Hard disk 2,00 e |~
Mazimum Size 2508 GR
Location [Stnre with the wirtual machine |v]
Disk Provisioning (=) Thick provision lazy zeroed

() Thick provision eager zeroed
() Thin provision

Shares [Narmal | v] (1000

Limit- 10Ps Unlimited v

Virtual Device hode 12 [SCSI(D:H Mew Hard disk | v]
Cisk Mode (=) Dependent

Dependent disks are included in snapshots.

() Independent - Persistent
Changes are immediately and permaneantly written to disk.
Persistent disks are not affected by snapshots.

) Independent - Monpersistent
Changes to this disk are discarded when you power off ar

revertto the snapshot. =%
o (24 Mew Hard Disk BTN

Compatibility, ESXi 5.1 and later (WM versian 9 [ oK ][ cancel ]

8. Click on OK to apply the settings.
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The steps for adding the hard disk of an existing virtual machine to a virtual machine
are as follows:

1.
2.
3.

5.

Right-click on your virtual machine and click on Edit Settings.
Select the Existing Hard disk from the device's drop-down menu and click on Add.

Select the datastore from the list where the existing virtual disk (* . vmdk, * . raw, or
* . dsk) is stored.

Select the virtual disk and click on OK.
Click on OK to add an existing virtual hard disk.

The steps for adding an RDM disk to a virtual machine are as follows:

1.
2.

Right-click on your virtual machine and click on Edit Settings.

Select the RDM disk from the device's drop-down and click on Add. This option is
enabled only when an unused LUN is presented in the ESXi host.

Select the Physical LUN from the list available under Select Target LUN and
click on OK.

Select Store with the virtual machine or Browse to change to a different datastore
location from the Location drop-down.

Select one of the following compatibility modes from the Compatibility Mode drop-
down menu:

o Virtual Compatibility: This compatibility allows the virtual machine to use
snapshots and other advanced functionalities.

o Physical Compatibility: This compatibility allows the guest operating system
to access the hardware directly. A snapshot of this virtual machine will not
include this RDM disk. This compatibility can be used to leverage array-
based tools for protecting the virtual machine's data.

Configure the shares for your virtual hard disk. Choose High, Normal, Low, or Custom
from the Shares drop-down.

You can enter the value to Limit-10Ps for the virtual disk.
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8. You can choose the Virtual Device Node from the drop-down menu for your virtual disk.

1 testvm - Edit Settings 21 M

I Yirual Hardware | Wi Options | SDRE Rules | wApp Options

b WM device

v COther Devices

v Upgrade [] schedule Wi Compatibility Upgrade...
~+ [ New Hard disk 5.00 . les |+
Location [Stnre with the wirtual machine iv]
Compatibilty Mode | Physical |~
Physical LLIM Mwmfsfdevicesidisksinaa BO003TR4227fAdTae1 564231 be39804
Shares [Nnrmal |v] |1UUU _|
Limit- 10Ps Unlimited Z|
virtual Device Mode '\ [SCSI(D:E) Mew Hard disk | v]
O (o )
Disk Mode

MNew device: [ Sﬁ ROM Disk |v] [ add l

Corpatibility: ESXI 5.0 and later (M version &) [ ok H cancel ]

9. Click on OK to add an RDM disk to your virtual machine.
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The steps for adding a network adapter to a virtual machine are as follows:

1.

o 0N

Right-click on your virtual machine and click on Edit Settings.

Select the Network from the device's drop-down menu and click on Add.

Select one of the virtual machine port groups from the Network drop-down menu.

Select the checkbox Connect At power on in the Status option.

Select one of the following types for the virtual adapter from the Adapter type drop-
down menu:

[m]

E1000: This network adapter is the emulated version of Intel 8245EM
Gigabit Ethernet NIC. These drivers are available in the most recent guest
operating systems including Windows XP and later.

Vlance: This adapter type is the emulated version of AMD 79¢970 PCnet32
LANCE NIC. These network adapter drivers are available in most 32-bit guest
operating systems except Windows Vista and later.

Flexible: This adapter will appear as a vlance adapter when a virtual
machine boots. When the VMware tools are installed, it will be transformed
to a high-performance VMXNET adapter.

VMXNET: This adapter will only be available after VMware tools are installed
on the virtual machine. This adapter type is optimized for performance.

VMXNET 2 (Enhanced): This adapter is a high-performance one that
provides advanced network features such as jumbo frames and hardware
offloads. This adapter type is available for the virtual machines on ESX/ESXi
3.5 and later.

VMNET 3: This adapter is the paravirtualized NIC designed for higher
performance. This adapter provides all the advanced features as in
VMXNET2 and adds additional features such as IPv6 offloads, multiqueue
support, and MST/MST-X interrupt delivery.

6. Select either Automatic or Manual from the MAC address assignment in the MAC
Address drop-down menu.
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(51 DCOOA - Edit Settings ) W
| wirtual Hardware | WM Optinns ! SDRS Rules |_vApp Options |
v @ cPu (1 BK
» B Memory | 2048 ~|[we  |-]
3 SCSl contraller 0 LSI Logic SAS
» () CODVD drive 1 [ Client Device [-] Oe
3 IE Floppy drive 1 [CIientDe\rice i"] Oc
v (3 video card [Speciﬁt customn settings | v]
b2 VMCH device
v Cther Devices
- B New Network [ VM Netwark B
Status M Connect At Power On
Adapter Type [Emuu |v]
MAC Address
[Autnmatic | v]
Mew device: [ Metwork i'] [ Al l
Cormpatibility ESXi 5.1 and later (Wi version &) [ oK ] [ cancel ]

7. Click on OK to create the new network adapter for the virtual machine.

The steps for adding a CD/DVD drive to a virtual machine are as follows:

1. Right-click on your virtual machine and click on Edit Settings.

2. Select the CD/DVD drive from the device's drop-down and click on Add.
3. Select the type of CD/DVD device from the New CD/DVD drive drop-down menu:

[m]

[m]

[m]

Client Device
Host Device
Datastore ISO file
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4. Select the Checkbox Connect At Power on status option.
5. Select the device type as either Emulated IDE or Passthrough IDE from the Device
Mode drop-down menu.

6. Select the Virtual Device Node from the drop-down menu and click on OK to create
the CD/DVD drive for the virtual machine.

1 WindowsaAPP - Edit Settings 21 b
IIVinualHardware | WM Options SDRS Rules wApp Options
» [ cPU [1 v] @
» B hermary ;-.255 —‘ MB
¥ et Hard disk 1 1 : GH | =
» [ Metwork adapter 1 [VM Metwork I v] & Connect...
v (@) CDIDVD drive 1 ( client Device =
3 E Floppy drive 1 [CIlentDevice | v] O
v [0 video card [Specw custar settings ; v]
b2 WMC] device
» Other Devices
- (@) New CDDVD Drive | Client Devics B
Status O
COVDVD Media To connect, power on the Wb and select
the media from hardware panel on the
WM Summary tab.
Device Mode [Passthmugh IDE Iv]
Wirtual Device Mode [|DE(1:1) Mesw CDIDVD Drrive iv]
i () CDIOVD Drive Bl
Cornpatibility ESXi 5.1 and later 0/ version @ [ QK l [ Cancel l

7. Click on OK to create the new CD/DVD drive for the virtual machine.
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There's more...

vSphere DirectPath 1/0 allows the virtual machine's guest operating system to directly
access the physical PCl and PCle devices connected to the ESXi host. This feature gives you
direct access to devices such as sound cards, graphics cards, and so on. Six PCI devices can
connect to each virtual machine. The physical ESXi server's PCI device that needs to connect
to the virtual machine should be made available for passthrough to a virtual machine. If the
virtual machine that is connected with PCI devices using vSphere Direct |I/0, you will not be
able to suspend or migrate with vMotion and cannot take a snapshot of that virtual machine.

The ESXi host should have Intel Virtualization for Directed 1/0 (VT-d) or AMD I/0
virtualization technology (IOMMU) enabled in BIOS to use the DirectPath I/0 feature. Also,
PCI devices should be marked as available for passthrough from the ESXi host. The virtual
machine should be placed in the ESX/ESXi Version 4.x and later versions.

The steps for adding a PCI device to the virtual machine are as follows:

1. Right-click on your virtual machine and click on Edit Settings.

2. Select the PCI Device from the device's drop-down menu and click on Add.
3. Click on New PCI device to expand its configuration options.
4

Select the passthrough device from the drop-down menu to connect to the
virtual machine.

5. Click on OK to connect the selected PCI device to the virtual machine.

Configuring virtual machine’'s options

The virtual machine's options can be used to configure VMware tools' scripts, startup behavior,
boot options, user access to the remote console, and many more options. The following are the
virtual machine's options that can be configured as part of its options' settings:

» General options: This option can be used to configure the virtual machine display
name and to view the guest OS type, OS version, location of the virtual machine
configuration file and working location.

» VMware remote console options: This option can be used to lock the guest
operating system when the last remote user disconnects and also to limit the number
of simultaneous connections to the virtual machine.

» VMware Tools option: This option can be used to configure power control behavior,
VMware tools, automatic upgrade of VMware tools, and also to configure time
synchronization between the guest and the host.

» Power Management options: This option can be used to configure the standby
response and also the Wake on LAN feature of the virtual machine.
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>

Virtual machine boot option: This option can be used to configure boot delay, forcing
BIOS setup, and failed boot recovery of the virtual machine.

Virtual machine advanced option: This option can be used to configure acceleration,
debugging and statistics, and also the swap file location. This option can be used

to add additional configuration parameters and also latency sensitivity of the

virtual machine.

Fibre channel NPIV options: This option can be used to configure the fibre channel
virtual WWNs.

Getting ready

Connect to your vCenter Server via the vSphere Web Client and browse to your virtual machine
in the vSphere Web Client.

How to do it...

Virtual machine options can be used to define the general options, VMware remote console
options, the VMware tools option, power management options, boot options, and advanced
and fibre channel NPIV settings. Let's see the step-by-step procedure to configure each option
available under virtual machine options.

The steps for configuring the virtual machine's general options are as follows:

1.
2.

o

Right-click on your virtual machine and click on Edit Settings.

Select the VM Options tab and click on General Options to expand its
configuration options.

Enter the virtual machine's name in the VM Name option if you want to edit the
virtual machine.

Verify VM Config File and VM Working Location.
Verify Guest OS and Guest OS Version of the virtual machine.
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(51 win8-dskp3 - Edit Settings (2] M
| Wirtual Hardware | Wil Options | SDRE Rules ‘ vARp Options
= General Options
WM Marme wing-dskp3 |
Wil Config File |[datasture1 (1] win8-dskpItwing-dskp3 vmsx |
W Warking Lacation [datastareq (1)] wing-dskp3/ |
Guest 08 [ i v
Guest 05 Version | v]
; Whiware Remote Console [] Lotk the guest operating system when the last remote user
Cptions disconnects
v Whware Tools Expand for Vidware Tools settings
b Power management Expand for power management settings
v Boot Options Expand for boot options
v Advanced Expand for advanced settings
v Fihre Channel NPV Expand for Fibre Channel NPIV seltings
Compatibility. ESXi 4 x and later (M versian 7 [ oK ] [ cancel l

6. Click on OK to apply the settings.
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The steps for configuring VMware remote console options are as follows:

1. Right-click on your virtual machine and click on Edit Settings.

2. Select the VM Options tab and click on VMware Remote Console options to expand
its configuration options.

3. Select the Lock the guest operating system when the last remote user disconnects
checkbox in the Guest 0S lock option if you want to configure this option.

4. Select the checkbox named Limit the number of simultaneous connections to
this virtual machine and enter the value for the simultaneous connection in the
Maximum number of sessions option.

51 win8-dskp3 - Edit Settings 2 M

Wirtual Hardware | Wil Cptions ' SDRES Rules ' vApp Options

» General Options VM Mame: W|n§dskp§

Whiware Remote Cansale
Ciptions

[ Lack the guest operating systern when the last remate user

Guest OF lock ;
disconnects

] Limit the nurmber of simultaneous connections ta this virtual
Maxirmurm number of machine
sessions

40

bl

Whiweare Taols Expand for Vidware Tools seliings

-

Expand for power management settings

-

Foweer management
Expand for boot options

¢ Boot Options

AR Ean Expand for advanced settings

v Fibre Channal HPIY Expand for Fibre Channel NPIV seftings
Compatibility: ES¥i 42 and later (M version 7) [ oK ] [ Cancel ]

5. Click on OK to apply the settings.
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The steps for configuring the VMware tools' options are as follows:

1. Right-click on your virtual machine and click on Edit Settings.

2. Select the VM Options tab and click on the VMware Tools option to expand its
configuration options.

3. Select one of the following actions from the drop-down menu when you click on the
Power Off button:

o Power Off
o Shutdown Guest
o Default (The current value of the system settings appears in parentheses)
4. Select one of the following actions from the drop-down menu when you click on the
Suspend button:
o Suspend
o Default (The current value of the system settings appears in parentheses)
5. Select one of the following actions from the drop-down menu when you click on the
Reset button:
o Reset
o Restart Guest
o Default (The current value of the system settings appears in parentheses)
6. Select the following checkboxes to control when the VMware tools script runs in the
Run VMware Tools Scripts option:
o After powering on
o After resuming
o Before suspending
o Before shutting down guest
7. Select the Check and upgrade VMware Tools before each power on checkbox in the

Tools upgrades option if you want to configure the virtual machines to automatically
update VMware tools before the virtual machines start.
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8. Select the Synchronize guest time with host checkbox if you want to synchronize
the guest operating system's time with your ESXi host using the help of VMware tools
installed on the guest operating system.

51 win8-dskp3 - Edit Settings (7} M

! Wirtual Hardware ! Wil Qptions | SDRS Rules | vApp Options

¢ General Options VM Mame: EwinE—dskpS
Vhiware Remote Console [] Lock the guest operating systerm when the last remote user
Options discannects

+ Whiware Tools

Fower Operations |_S_H[EDown Guest | |

0l | suspend |+ |
b Fower On / Resume VM

B3 | Restart Guest [+ ]

Run Yiware Tools Scripts [ After powating on
] After resuming
[#] Befare suspending
] Befare shutting down guest

Tools Upgrades [] check and upgrade Whware Tools befare each power on

Time [] synchranize guest time with host

b Pawer management Expand for power management settings

+ Boat Options Expand for boot options

v Advanced Expand for advanced settings

v Fibre Channel NP Expand for Fibre Channel NFIV settings

Cornpatibilite: ES 43 and later (M varsion 7 [ Ok H cancel ]

9. Click on OK to apply the settings.
The steps for configuring the Power management options are as follows:

1. Right-click on your virtual machine and click on Edit Settings.

2. Select the VM Options tab and click on the Power Management option to expand its
configuration options.
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3. Select one of the following options for How should the virtual machine respond
when the guest is under the Standby response option:

o  Suspend the virtual machine.
o Put the guest 0S into standby mode and leave the virtual machine
powered on.
4. Select the VM Options tab and click on the Power Management option to expand its
configuration options.

5. Select the Wake on LAN for virtual machine traffic on: option and the virtual
network adapter to trigger this action.

51 wing-dskp3 - Edit Settings 2

i YWirtual Hardware : Wil Options : SDRES Rules ! whpp Dptions |

p General Options Y Mame: EwinB-dskﬁ |
4 YWhitware Remote Consaole [ Lack the guest operating system when the last remote user
Cptions disconnects

el Expand for VMware Tools settings

-

+ Power management
Standby response How should the virtual machine respond when the guest 08 is

(=) Suspend the virtual machine.

() Putthe guest 05 into standby made and leave the virtual
machine powered on.

Wake on LAN for virtual machine traffic on:

Wake an LAN
l:‘ ¥
» Boot Dptions Expand for boot options
e Expand for advanced seftings
v Eihre e sl MR Expand for Fibre Channel NPV settings
Compatibilit: ES¥i 420 and later (WM version T) [ oK ] [ Cancel ]

6. Click on OK to apply the settings.
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The steps for configuring the virtual machine boot options are as follows:

1.
2.

230

Right-click on your virtual machine and click on Edit Settings.

Select the VM Options tab and click on Boot Options to expand its configuration
options.

Select the Choose which firmware should be used to boot the virtual machine
option from the drop-down in the Firmware option.

Enter the value in milliseconds to delay the boot order whenever the virtual machine
is powered on or reset in the Boot Delay option.

Select the The next time the virtual machine boots, force entry into the BIOS setup
screen checkbox in the Boot Delay option if you want the virtual machine to boot into
BIOS setup during the next boot time.

Select the When the virtual machine fails to find a boot device, automatically retry
boot after checkbox if you want to restart the virtual machine to fix the boot failures.
Enter the value in seconds to retry after a specific time.

1 wing-dskp3 - Edit Settings 7

| Wirtual Hardware ' Wi Options | SDRS Rules | whpp Options

» General Options VM Name: [wing-dskp3
; Yhiweare Remote Console [] Lock the guest operating system when the last remote user
Options disconnects

\iMwrare Tools Expand for VMware Tools settings

-

Expand for power management seftings

-

Fower management

~ Boot Optiong

Firmweare Choose which firmware should be used to boot the virtual machine:
[BIOS [+
A Changing firrmware might cause the installed guest operating

system to hecome unboatable.

Boot Delay Whenever the virtual machine is powered on or reset, delay the hoot
arder for:
0 —: millisecands

[ The next time the virtual machine boots, force entry into the BIOS

Force BIOS setup Satin Scragn

Failed Boot Recovery [1 ¥when the virtual machine fails to find a bhoot device, automatically
retry oot after:
seconds
v Advanced Expand for advanced seftings
v Fibre Channel MPR Expand for Fibre Channel NPIV settings
Compatibility: ESKi 4. and later (M version 7) [ QK ] [ wancel l
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7.

Click on OK to apply the settings.

The steps for configuring the virtual machine's advanced options are as follows:

1.
2.

Right-click on your virtual machine and click on Edit Settings.

Select the VM Options tab and click on Advanced Options to expand its configuration
option.

Select the Disable acceleration checkbox in the settings option. VMware server
appears to be hung when you install or run software inside a virtual machine.

Select the Enable logging checkbox to collect log-files to help in troubleshooting the
virtual machine.

Select one of the following options from the drop-down menu to configure the
virtual machine to collect the additional debugging information in the Debugging and
statistics option:

o Run normally

o Record debugging information

o Record statistics

o Record statistics and debugging information

Select one of the following options to choose the virtual machine's swap file location:

o Virtual machine directory: This option allows you to store the swap files of
the virtual machine in the same directory as that of the virtual machine.

o Datastore specified by host: With this option, the virtual machine's swap
files can be stored in the datastore specified by the host to be used for swap
files. If not possible, you can store the swap files in the virtual machine's
directory.

M Using a datastore that is not visible to both the hosts during
Q vMotion might affect the vMotion's performance for the
affected virtual machines.

Click on Edit Configuration in the configuration parameters. Click on Add row, and
enter the name and value to add the virtual machine's advanced configuration options.

Select one of the following options from the drop-down menu in the Latency
Sensitivity option. This option can be used to adjust the latency sensitivity of
a virtual machine, which is used to optimize the scheduling delay for latency
sensitive applications.

o Low
a Normal
o Medium
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o High

o Custom

The advanced VM options are shown in the following screenshot:

51 wing-dskp3 - Edit Settings 21 k)
i Yirtual Hardware | Wh Options | SDRS Rules | whpp Options
v Baot Optiohs Expand for boot options
+ Advanced
Settings D Disable acceleration
[/] Enable logging
Debugding and statistics | Run normally | >
Swap file location (=) Default
lse the settings ofthe cluster ar host containing
the virtual machine.
() Wirtual machine directory
Store the swap files in the same directory as the
virtual machine.
() Datastore specified by host
Store the swap files in the datastare specified by
the hostio be uzed for swap files. I not possible,
store the swap files in the same directory as the
virtual machine. Using a datastore thatis not
visible to hoth hosts during viotion might affect the
vidotion perfarmance for the affected virtual
machines.
Configuration Parameters [ Edit Configuration. ..
Latency Sensitivity " Normal [+ ] ms -
v Fikra Channel NP Expand for Fibre Channel NPIV seltings
Cormpatibility, ESXi 4.5 and later (WM version 7) [ Ok ] [ Gl ]

9. Click on OK to apply the settings.
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There's more...

The steps for configuring the fibre channel NPIV options are as follows:

1.
2.

Right-click on your virtual machine and click on Edit Settings.
Select the VM Options tab and click on Fibre Channel NPIV to expand its

configuration options.

Unselect the Temporarily disable NPIV for this virtual machine checkbox.
Select Generate WWNs and specify the number of WWNs and WWPNs.
Click on OK. Note down the WWNSs generated to provide storage access to

the virtual machine.

Configure your storage to provide access to the virtual WWNs so that the
virtual machine can access the storage LUNs directly with the use of virtual WWNSs.

Click on OK to apply the settings.

51 win8-dskp3 - Edit Settings

| Wirtual Hardware | Wil Options | SORE Rules | whpp Options |

» Boot Options
b Advanced
+ Fihre Channel MPIY
Fibre Channel Virtual Wihs

Expand for boot options

Expand for advanced settings

Yirtual machines running on hasts with Fibre Channel hardware
that supponts NP can be assigned virtual WARS for advanced
features. These WAWME are normally assigned by the host or by

viZenter Server.

[] Tempaorarily disable NP1V for this virtual machine.

Mo WM G are currently assigned.

(=) Leave unchanged
() Generate new WWNs

Mumber of WWNMNs: i

Mumber of WWPNs: |,

Wi Assignments:

Mo NS currently assigned

Compatibility: ESXi 4 3 and later &M wersion 7)

Ok

J [Lcance |
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Creating snapshots, templates, and clones

Snapshots of the virtual machine can be used to preserve the state and data of the virtual
machine at the time you take the snapshot. Snapshots are most useful when you want to
revert back to the original state of the virtual machine in case of its failure due to software or
patch installation. You can take multiple snapshots to create multiple restoration points, but it
is not recommended to use snapshots as a backup of the virtual machine.

Templates can be used to deploy a fully configured virtual machine to avoid the repetitive
installation and configuration of the guest OS and applications. You can configure one of the
virtual machines with the guest OS application, and install all the required software such as
monitoring, antivirus, backup, and other management software including required patches
and software updates. This fully configured virtual machine can be converted to a template.
This virtual machine template can act as a golden image, which can be used to deploy
multiple virtual machines as per your organization requirements very quickly.

A clone is an exact copy of the virtual machine including all its settings, virtual devices,
installed software, and contents of the virtual machine disks. Cloning a virtual machine
saves a lot of time if you want to deploy many similar virtual machines. You can use a guest
customization wizard to customize the deployed virtual machine's guest operating system
settings such as computer name and network settings to avoid conflicts due to identical
network settings.

Getting ready

Connect to your vCenter Server via the vSphere Web Client and browse to your virtual machine
in the vSphere Web Client.

How to do it...

One of the important operational tasks of a virtual machine is to manage the virtual
machine's snapshots. We will see a step-by-step procedure to manage various virtual machine
snapshot operations such as creating, reverting, deleting, and consolidating snapshots.

The steps for taking a snapshot of the virtual machine are as follows:

1. Right-click on your virtual machine and select Take Snapshot to open Snapshot
Manager.

2. Enter the name for the virtual machine's snapshot.
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3. Type the description for this virtual machine's snapshot.

4. Select the Snapshot the virtual machine's memory checkbox to capture the memory
of the virtual machine. This option is only available when the virtual machine is
powered on.

5. Select the Quiesce the guest file system (Needs VMware Tools installed) checkbox.
This option pauses all the running processes on the guest operating system so that
the file system's contents in the guest operating system are aware about when
you take the snapshot. This option is only available when the virtual machine is
powered on.

i<} Take WYM Snapshot for wing

kHame 'énapsuhufE'é'f'unre-inéia'll-ing pa{hces

Description This Snapshotis taken before installing patches on
the virtual machine

[] &napshot the virtual machine's memaory

[ cuiesce the guest file system (Needs YMware Toaols installed)

OK || Cancel

6. Click on OK to create a snapshot.
The steps for reverting to a snapshot of the virtual machine are as follows:

1. Right-click on your virtual machine and select Manage Snapshots to open the
Snapshot Manager.

2. Select one of the snapshots from the Snapshot Manager to revert to.
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3. Click on Go to in order to revert the virtual machine to the selected snapshot.

4. Click on Yes to confirm going to the snapshot. It will display the message Current
state of the virtual machine will be lost unless it is saved in a snapshot. Revert to
snapshot "Snapshot name"?.

5. Click on Close to exit from the snapshot manager.
Deleting the snapshot option will remove a single parent or child snapshot of the virtual
machine from the snapshot tree. The delete operation writes the disk changes between the
snapshot and the previous delta disk state to the parent snapshot. Deleting snapshot can be

used to remove a corrupted snapshot from the snapshot tree without merging them with the
parent snapshot. The steps for deleting a snapshot of the virtual machine are as follows:

1. Right-click on your virtual machine and select Manage Snapshots to open the
Snapshot Manager.
Select one of the snapshots from the snapshot manager to delete.
Click on Delete to delete that particular snapshot.

4. Click on Yes to confirm the delete operation. It will display the message Are you sure
want to delete the snapshot "snapshot name"?

5. Click on Close to exit from the snapshot manager.
The Deleting All option will delete all the snapshots of the virtual machine from the Snapshot
Manager. The Delete All option consolidates and writes the changes between snapshots and
previous delta disk states to the base parent disk of the virtual machine and merges them

with the base virtual machine disk. The steps for deleting all snapshots of the virtual machine
are as follows:

1. Right-click on your virtual machine and select Manage Snapshots to open the
Snapshot Manager.
Select one of the snapshots from the snapshot manager to delete.

Click on Delete to delete that particular snapshot.
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4. Click on Yes to confirm the delete operation. It will display the message Are you sure
you want to delete the snapshot "snapshot name"?.

(<) Manage VM Snapshots for wing (?)
w (51 wing Mame Snapshot before software upgrade
 [L¢ Snapshotbefore installing pathces Desctiption This snapshat is taken before upgrading the application

software on the virtual machine

w L) Sanpshot hefore service pack upgrade

(@ ou are here

Created Monday, July 22, 2013 8:43:34 AW
Disk Usage 6405 WB

Console

| Edit |

| ocoto |[ Delete || Deletea | [ Close

5. Click on Close to exit from the snapshot manager.

The Consolidate snapshot option removes the redundant disks by combining redundant delta
disks without violating a data dependency. After the snapshot consolidation, redundant disks
are removed, which improves the virtual machine's performance. The Consolidation option is
useful when snapshot disks fail to compress after the delete or delete all operation. The steps
for consolidating a snapshot of the virtual machine are as follows:

1. Right-click on your virtual machine and select All vCenter Actions.
2. Click on Snapshots and select Consolidate.

3. \Verify the Needs Consolidation column to verify the task status.
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Snapshot preserves the disk state of the virtual machine taken at a specific time by creating
delta disks for each attached virtual disk. Snapshot can be optionally used to preserve the
memory and power state of the virtual machine by creating a memory file. Snapshot creates a
delta.vmdk disk file. Snapshot prevents the virtual machine's guest operating system from
writing to the base .vmdk file; instead, it redirects all the write requests to the delta disk file.
The delta disk represents the difference between the current state of the virtual disk and the
state that existed at the time the virtual machine's previous snapshot was taken. When you
create a snapshot, the list of files such as .vmdk, -delta.vmdk, .vmsd, and .vmsn will be
created in the virtual machine directory.

There's more...

You can create an exact copy of the existing virtual machine as a template using this Clone
to Template... option, as shown in the following steps. This can be used to modify the cloned
template by installing software or upgrading the guest OS without disturbing the actual virtual
machine or template.

1. Right-click on your virtual machine and select All vCenter Actions.

2. Select Template and click on Clone to Template.

3. Enter the name for the template and select a location either datastore or
VM folder location for the new template.

Select either cluster or host to store this template in.

5. Select the Datastore to place this template.
Review the selected settings and click on Finish to create a clone of the
template.

You can convert a virtual machine to a template. This option can be used to convert
your virtual machine after installing the software and configure the guest OS as per your
organization policy to a template. This template will act as a golden image to deploy virtual
machines as per the organization's requirements. The steps for converting a VM to a template
are as follows:

1. Right-click on your virtual machine and select All vCenter Actions.

2. Select Template and click on Convert to Template.

3. Verify that Mark virtual machine as Template task is completed in Recent tasks.
The Clone a virtual machine option allows you to create an exact copy of the existing virtual
machine. The steps for cloning a virtual machine are as follows:

1. Browse to your cluster or ESXi host in the vSphere Web Client.

2. Right-click on the cluster or the ESXi host and select New virtual machine.
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Select the Clone an existing virtual machine option from the Select a creation type
page.
Select a virtual machine to clone the new virtual machine from and

optionally choose the following options Customize the operating system, Customize
this virtual machine hardware and Power on virtual machine after creation.

Enter the name for the virtual machine and choose the location option for
the virtual machine.

Select a compute resource such as cluster, host, vApp, or resource pool to run this
virtual machine.

Select the Datastore option to store the virtual machine.
Customize Guest 0S and virtual hardware if required.
Review the selected options and click on Finish to create the new virtual machine.
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Securing the ESXi
Server and Virtual
Machines

In this chapter, we will cover the following topics:

» Configuring the ESXi firewall

» Enabling the Lockdown mode

» Managing the ESXi authentication

» Managing the ESXi certificates

» Configuring logging for virtual machines

» Configuring security settings for virtual machines

Introduction

The ESXi hypervisor is designed and developed by keeping strong security in mind. ESXi

is designed with very limited services and small attack surface compared to the ESX
hypervisors. You can even customize the ESXi host to match with the compliance of your
organization by performing additional hardening. Virtual machines are like the containers
that hold guest operating systems and applications. All virtual machines are isolated from
one another. This isolation ensures that multiple virtual machines can run securely while
sharing the physical hardware. A virtual machine configuration file can be tweaked to disable
unnecessary features and also to improve the security layer of the virtual machine.
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Configuring the ESXi firewall

The ESXi firewall acts as a firewall between the management interface (VMkernel) and the
external network. The ESXi firewall is enabled by default. The ESXi firewall will block incoming
and outgoing traffic except the traffic for the default services. Internet Control Message
Protocol (ICMP), Domain Name System (DNS), and Dynamic Host Configuration Protocol
(DHCP) communications are allowed in the ESXi firewall by default.

A Firewall Configuration file called Service.xml is stored at /etc/vmware/firewall/.
This file contains the firewall rules and its relationship with ports and protocols. The supported
services and agents that are required to operate the ESXi host are described in the rule-set
configuration file.

Getting ready

Connect to your VMware vCenter Server using vSphere Web Client and browse to your ESXi
host in vSphere Web Client.

How to do it...

We'll see a step-by-step procedure on how to configure the ESXi firewall from vSphere
Web Client.

The steps for configuring the ESXi firewall to allow or deny access to services and agents
are as follows:

1. Select your ESXi host from the vSphere Web Client.

2. Click on the Manage tab and select the Settings option.

3. Select Security Profile and click on Edit under the Firewall section. A list of active
incoming and outgoing connections with the corresponding firewall ports will be
displayed in vSphere Web Client.
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4. Select the checkbox to provide access to a service or client or uncheck the checkbox to
disable the rule-sets. The Incoming Ports column indicates the ports that vSphere Web
Client opens for the service for incoming connections and Outgoing ports indicates
the ports that vSphere Web Client opens for the service for outgoing connections. The
Protocols column indicates the protocol that the service uses. The Daemon column
indicates the status of the service daemons associated with the service:

Q esxi-node 1.1ab.com: Edit Security Profile 71 ke

To provide access to a service or client, check the corresponding bhox
By default, daemons will start autormatically when any of their ports are opened, and stop when all oftheir ports are closed.

MHame Incoming Ports Outgoing Ports Frotocols Daemon

Simple Metwork Management Pro... i

Ungrouped
[ cim server 5888 TCP Running
M cim secure Server 5989 TGP Running
& cim sLP 427 427 UDP, TGP i
M DHCFPyE 546 547 UDF, TGP i -
+ Serice Details Running 5
Status Running
|- | [ Stop l [ Restart ]
Mote: Action will take place immediately
Startup Policy [Stan and stop with host v]

Start and stop with haost
+ Allowed [P Addresses  Allow connections from any IP address

IF Addresses IE Allow connections from any IF address

OK : .Cancel

5. Click on OK to apply the settings.

The steps for configuring service or client startup options in the ESXi host are as follows.

These steps allow you to control the service startup options for the services in the ESXi host.
1. Select your ESXi host in vSphere Web Client.

Click on the Manage tab and select the Settings option.

Select Security Profile and click on Edit under the Services section.

Select the service or management agent to configure the startup options.

Click on Service Details to expand its configuration options.

o o M wDd

You will be able to Start, Stop, or Restart the selected Service Status option.
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7. Select a Startup policy for the service from the drop-down menu:

o Start and stop with host: This options allows you to start and stop the
service along with the ESXi host.

o Start and stop manually: This option allows you to start and stop the
service manually.

o Start and stop with port usage: This option ensures that the service starts
automatically if any ports are open, and stops when all ports are closed.

Q eszi-node1.lab.com: Edit Security Profile M

To provide access to a service or client, checkthe carresponding box,
By default, daemons will start autamatically when any of their ports are opened, and stop when all of their portz are clozed.

Name Daemon

CIM Server Running s
snmpd Stopped
wSphere High Awailability Agent Stopped
wprobed Stopped
e Running
HOrg Stopped -

+ Service Details  Running

Status Running

H Stop H Restanl

Mote: Action will take place immediately

Startup Policy Start and stop with host | =

Start and stop with hos

Start and stop manually

Start and stop with port usage

OK " -Cancel

8. Click on OK to apply the settings.

The steps for configuring the allowed IP address for services in the ESXi firewall are as follows.
This option allows you to specify the range of IP addresses or any specific IP address as the
allowed IP address for services in the ESXi firewall.

1. Select your ESXi host in vSphere Web Client.
Click on the Manage tab and select the Settings option.
Select Security Profile and click on Edit under the Firewall section.

Select the Service or management agent to configure the startup options.

ok 0N

Click on Allowed IP Addresses to expand its configuration options.
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6. Select one of the following options to configure Allowed IP address for the
selected service:

o Allow connections from any IP address checkbox: This option allows

connections from any IP address to connect to the selected service of the
ESXi host.

o Allow connections from any IP address: With this option, connections are

not allowed from any IP address. You can manually specify the IP address to
allow connections from.

Q esxi-node1.lab.com: Edit Security Profile 2L
To provide access to a service or client, check the corresponding ho
By default, daemons will start automatically when any oftheir ports are opened, and stop when all of their ports are closed.
Mame Incoming Ports Outgoing Forts Frotocols Laemon
[ Software iISCEI CI. 320 TCF [iA i
[ MFS Client 0 TCP i
[ MTP Client 123 UDP Running
[ wh serial portcon... 1024, 23 a TGP MiA
[ srmP Server 161 UDP Stopped
O sysiog 514, 1614 UDF, TCF [T i
» Semnice Details Running
~ Mllowed IP Addresses  Connections not allowed from all IP address
IF Addreszes [] Allow connections from any IP address
192168.0.25192.168.0.28,192.168.0.32,
Enter a comma-separated list of IP addresses. Eg.o 111411011 411, 111411 1110222
ok |[ cancel ||

7. Click on OK to apply the settings.

The steps for creating custom firewall rules in the ESXi server are as follows. You can add the
custom firewall rules for the ESXi host in the rule-set configuration file. We'll see the step-by-
step procedure of how to add a custom firewall rule in the firewall rule-set configuration file:

1. Connect to your ESXi host using the SSH connection.

2. Before editing the firewall configuration file, back up the service.xml file by
running the following command:

cp /etc/vmware/firewall/service.xml /etc/vmware/firewall/service.
xml .bak

Modify the permission for the service.xml file to allow writes to the file using the
following command:

chmod 644 /etc/vmware/firewall/service.xml
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4.

Edit the service.xml file using text editor:

vi /etc/vmware/firewall/service.xml

Add the rule for your custom service named Myservice in the service.xml file in
the following format. The following command is only an example. You can add the rule
for your required custom service in the ESXi firewall in the following format along with
the inbound and outbound ports for your service:

<service 1d='0033'>
<id>Myservice</id>
<rule id='0000"'>
<directionsinbound</direction>
<protocol>tcp</protocols>
<porttype>dst</porttypes>
<port>922</port>
</rule>
<rule id='0001"'>
<directionsinbound</direction>
<protocol>tcp</protocols>
<porttype>dst</porttypes>
<port>933</ports>
</rule>
<enabled>true</enabled>
<required>true</requireds>
</service>

Save the service.xml file after the edit.

Enter the following command to refresh the firewall rules for the changes to
take effect:

esxcli network firewall refresh

The steps for managing the ESXi firewall using command line are as follows:

>
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The following is the command to list the status of the firewall whether it is enabled or
disabled, loaded or not loaded:

esxcli network firewall get

To enable the ESXi firewall use the following command:

esxcli network firewall set -e true

To disable the ESXi firewall use the following command:

esxcli network firewall set -e false
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» To load the firewall module and rule-set configuration files use the
following command:

esxcli network firewall load

» To unload the firewall module and destroy the filters use the following command:

esxcli network firewall unload

» To list the rule-sets information use the following command:

esxcli network firewall ruleset list

» To enable the specific ruleset named ntpclient use the following command :

esxcli network firewall ruleset set -r ntpClient -e true

» To disable the specific ruleset named ntpclient use the following command:

esxcli network firewall ruleset set -r ntpClient -e false

» To configure all the allowed IP address for rule-set named ntpclinet, set allowed all
IP list to true and set it to false to use the allowed IP list:

esxcli network firewall ruleset set -r ntpClient -a true

esxcli network firewall ruleset set -r ntpClient -a false

» To specify the IP address or range of IP address to allow access to the rule-set named
ntpclient use the following command:

esxcli network firewall ruleset allowedip add -i 192.168.0.22 -r
ntpClient

» To list the allowed IP addresses for the specific rule-set ntpClient use the
following command:

esxcli network firewall ruleset allowedip list -r ntpClient

Enabling the Lockdown mode

The ESXi Lockdown Mode increases the security by preventing all users other than vpxuser
to have authentication permission for performing operations against the ESXi host directly.
The Lockdown Mode enforces to perform all the operations through vCenter Server. You will
not even be able to manage the ESXi host from vSphere CLI commands, from a script, or from
VMware Management Assistant (vMA) when Lockdown Mode is enabled. When Lockdown
Mode is enabled, external monitoring or management tools might also be unable to retrieve
the information of the ESXi hosts that are not managed by the vCenter Server.
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Getting ready

Connect to your VMware vCenter Server using the vSphere Web Client. Browse to your ESXi
host in the vSphere Web Client.

How to do it...

We'll see the step-by-step procedure of various methods to enable the ESXi Lockdown mode.

The steps for enabling Lockdown mode in the ESXi host from vSphere Web Client are
as follows:

1. Select your ESXi host in the vSphere Web Client.

2. Click on the Manage tab and select the Settings option.

3. Select Security Profile and click on Edit in the Lockdown Mode section.

4

Select the checkbox Enable Lockdown Mode:

[J Lockdown Mode (2) M

When enahbled, lockdown mode prevents remaote users
fram logging directly into this host. The hostwill only be
accesible through the local consaole ar an authorized
centralized management application.

[fyou are unsure what to do, leave this hox unchecked.

[+] Enable Lockdown Mode

5. Click on OK to apply the settings.

The steps for enabling Lockdown Mode from Direct Console User Interface (DCUI) are
as follows:

1. Connect to the physical console of your ESXi server.

2. Press F2 to log in to your ESXi from DCUI.

3. Scroll down and select Configure Lockdown Mode.

4. Press Enter to enable or disable the Lockdown Mode.
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System Customization Conf igure Lockdoun Mode
Conf igure Password Disabled
onf igure Lockdoun Mode
Conf igure Management Metuork
Restart Hanagement Netuwork
Test Management Network

Netuork Restore Options

Conf igure Keyboard
Troubleshoot ing Options

Vieu System Logs
Yiew Support Information

Reset System Configuration

<Up/Doun?> Select ge <Esc> Log Out

5. Press Esc to log out from the DCUI.

The ESXi Lockdown Mode controls which users are authorized to access the host services.
Users who were connected to the ESXi host before the Lockdown Mode was enabled, will
remain logged in and able to execute the commands; however, these users cannot disable
the Lockdown Mode during that time. No other users including root users and users with
administrative roles on the host can use the ESXi shell to log in to an ESXi host in Lockdown
Mode. Users who have administrative privileges on the vCenter Server can disable the
Lockdown Mode for the ESXi hosts that are managed by that vCenter Server using vSphere
Client or vSphere Web Client. Apart from that, only users assigned with DCUI access to the
ESXi host can log in directly to the ESXi host via DCUI to disable the Lockdown Mode.

The steps for enabling Lockdown mode from the command line are as follows:

» The command to check the status of Lockdown mode is as follows:

vim-cmd -U dcui vimsve/auth/lockdown is enabled
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» The command to enable the Lockdown mode in the ESXi server is as follows:
vim-cmd -U dcui vimsvc/auth/lockdown mode enter

» The command to disable the Lockdown mode in the ESXi server is as follows:

vim-cmd -U dcui vimsvc/auth/lockdown mode exit

Managing ESXi authentication

Handling user authentication and user permissions of local users of the ESXi host can be
managed directly by the ESXi host. vCenter single sign-on cannot handle the authentication
of the local user accounts of the ESXi host. Also, you will not be able to create a local user
account of the ESXi host from the vCenter Server. You must connect to the ESXi host directly
using the vSphere client to create a local user account because the vCenter Server is not
aware of the local user account of the ESXi host. However, you can configure your ESXi host
to authenticate with the Windows Active Directory Domain by joining the ESXi host to the
windows domain. This option allows you to maintain the same group of users to be available
to the ESXi host and also to the vCenter Server.

Getting ready

Connect to your ESXi host directly using the vSphere client.

How to do it...

We will take a look at creating local user accounts of the ESXi host and also how to configure
active directory authentication for the ESXi host.

The steps for creating the local ESXi user account is as follows:

1. Click on Local Users & Groups and select Users.
Right-click on the empty space and select Add.

Enter the login name information for the local user account.
Provide the username. The UID is optional.

Enter the password for the local user account.

o o M~ wDd

Select the checkbox Grant shell access to this user, if you want to provide the user
shell access to your ESXi host.
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i—&l Add New User I

— Wser Information

Login: Iuserl LJIC: l—

User Mame: Iuserl

User name and UID are optional

— Enker password

Fassword: I************

Zonfirm: l************

—5Shell Access

— Eraup membership

Group: I LI Aod

7. Click on OK to create the user account.
The steps for modifying the local ESXi user account are as follows;

1. Click on Local Users & Groups and select Users.

2. Right-click on the user account to modify and select Edit.
3. Modify user Properties & password for the user account.
4

Click on OK to apply the settings.
The steps for removing the local ESXi user account are as follows:

1. Click on Local Users & Groups and select Users.
2. Right-click on the user account to remove and select Remove.

3. Click on Yes to remove the user account from the ESXi host.
The steps for configuring DNS and routing for the ESXi host are as follows:

1. Connect to your vCenter Server using the vSphere Web Client.
2. Browse to your ESXi host in the vSphere Web Client.
3. Select the ESXi host and click on the Manage tab.
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4. Select the DNS and Routing tab and click on Edit.

5. Select one of the options: Obtain settings automatically from the virtual network
adapter or Enter Settings Manually.

6. Enter the following settings manually for the ESXi host:
o Host name
o Domain
o Preferred DNS server
o Alternate DNS server

o Search domains

Q esxi-node1.lah.com - Edit DNS and Routing Configuration 2] b
_) Obtain settings automatically from virtual network adapter
Routing Wiikernel netwark adapter: -
(=) Enter settings manually
Host name: esxi-nodel
Damain: lab.com
Preferred DMS server. 192.168.0.20
Alternate DMNS server 192.168.0.21
Search domains: lab.com
Example; site.cam site org site.net
ok ][ cancal |

7. Click on OK to apply the settings.
The steps for adding the ESXi host to the Active Directory Domain are as follows:

1. Browse to your ESXi host in the vSphere Web Client.
Select the ESXi host and click on the Manage tab.
Select the Settings tab and choose Authentication Services.

Click on Join Domain and enter the Domain name.

ok 0N

Enter the Username and password for all the user accounts that have permission
to join the host to the domain.

6. Click on OK to join the ESXi host to the Active Directory Domain.
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E Join Domain (2] b

Domain Settings

Domain lab.cam |

(=) Using Credentials

Username |dat@lab.com |

Password |

) Using Proxy Server

Froxy Server [P

| ©OK || Cancel |

7. Once the Join Windows Domain task is completed, verify whether the Directory

Services type has changed to Active Directory.

DCUI access can be used to specify which users can log in to an ESXi host that is in Lockdown
Mode. Users with DCUI access do not need to have administrative privileges on the ESXi host.
Root users can log in to DUCI on the ESXi host with the Lockdown Mode enabled in earlier
versions of vSphere. In vSphere 5.1, you can specify which local ESXi users can log in to the
DCUI when the host is in the Lockdown Mode. This ensures that the users with DCUI access
can perform operations on the ESXi host with Lockdown Mode enabled.

The steps for providing user access to DCUI of the ESXi host are as follows:

1.

2.
3.
4

Browse to your ESXi host in the vSphere Web Client.

Select the ESXi host and click on the Manage tab.

Select the Settings tab and choose Advanced System Settings.
Select the settings DCUL.Access and click on Edit.
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5. Enter one or more comma-separated local users next to DCUI Access: which are
granted unconditional access to DCUI, even if they don't have administrator role on
the host:

@ esxi-node1.lab.com - Edit Advanced Option 2

DCUI Access: Efodi,use-ri;user-ﬁ-

One or more comma-separated local users which are granted unconditional access to DCUI, even if they don't have administrator role on the host.

ok || cancel

6. Click on OK to apply the settings.

Managing ESXi certificates

Certificates play a major role in encrypting the session information. ESXi and vCenter Server
support Standard X.509 Version 3 (X.509v3) certificates, which is used to encrypt the
session information between the connections sent over Secure Socket Layer (SSL) protocol.
If SSL is enabled, the data sent over will be protected and cannot be modified during transit.
SSL certificates are used to encrypt the network traffic. Certificate checking is enabled by
default. vCenter Server uses the default automatically generated certificates that are created
and stored with the servers during the installation. These certificates are unique but they are
not verified and signed by a trusted certificate authority (CA). Default certificates may be
vulnerable to possible man-in-the-middle attacks. To overcome this issue, you can generate
the certificates from the certificate authority and replace the default certificates of the ESXi
hosts and vCenter Server with the certificates generated.

Getting ready

Connect to your vCenter Server via the vSphere Web Client login.

How to do it...

We will take a look at the step-by-step procedure to generate certificates and enable
certificate checking for the ESXi hosts.
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The steps for generating new certificates for the ESXi host are as follows. This option will allow
you to regenerate the default ESXi host certificates.
1. Connect to your ESXi host using the SSH connection with root credentials.
2. Browse to the location /etc/vmware/ssl using the following command:
cd /etc/vmware/ssl
3. Make sure you have taken a backup of the existing certificates by renaming them
using the following command:
mv rui.crt backup.rui.crt

mv rui.key backup.rui.key

4. Generate the new certificates by executing the following command:
/sbin/generate-certificates

5. Make sure the new certificates are generated and verify rui.crt and rui . key exist
at /etc/vmware/ssl. Confirm the timestamp of certificates created.
1ls -1

6. Restart the ESXi host after new certificates are generated.

Generating certificates from Trusted Certificate Authority for the ESXi hosts
+ and vCenter Server is out of the scope of this chapter. Once it is generated,
replacing the trusted certificates with default certificates can be performed
by renaming the default certificates and placing the CA certificates on the
ESXi host directory at /etc/vmware/ssl.

The steps for enabling certificate checking are as follows:

1. Browse to your vCenter Server in the vSphere Web Client.

Click on the Manage tab and select the Settings option.

Under settings, select General and click on Edit.

Select the SSL Settings in the Edit vCenter Server settings page.

ok 0N

Select the checkbox vCenter requires verified host SSL certificates. When this
option is selected, the vCenter Server will verify the validity of the SSL certificates of
the remote hosts when establishing SSL connections. This affects operations such as
adding a host to the vCenter Server, connecting to a VM, and making the VM devices
remotely available.
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6. Select the Verify checkbox next to the host, if there are any hosts that require
manual validation.

|| wcenters.lab.com - Edit vCenter Server Settings 7
Statistics SSL settings
Specify vCenter Server SSL settings
Runtime settings
User directory =
Mail When this option is selected, vCenter Senver will verify the validity ofthe SSL certificates of the remote hosts when establishing SSL
SHMP receivers connections. This ffects operations such as adding a host to vCenter Server, connecting to 2 ¥M, and making the VM devices
remotely available
Ports -
A Gelecting this option will disconnect all hosts listed below which do nothave 3 selected Verifed check box,
Timeout settings
Steps to verify host S5L certificates
Logging settings
1. Caompate the thumbprints for the hosts listed below with the thumbprints on the ESK host consoles
Database
= 2. Forthe hostthumbprints that match, select the verified check boxes
ISSL settings
Haost SHAT thumbprint of sertificate Werified
| ok || Cancel ]
7. Click on OK.

SSL timeout can be configured to disconnect the idle connections after the timeout period.

By default, established SSL connections have a timeout value of infinity. The Read timeout
settings applies to the connections that have completed the SSL handshake process with port
443 of the ESXi host and the Handshake timeout settings applies to connections that have
not completed the SSL handshake process with port 443 of the ESXi host.

The steps for configuring SSL timeouts are as follows:

1. Connect to your ESXi host using the SSH connection with root credentials.
2. Browseto /etc/vmware/rhttpproxy using the following command:
cd /etc/vmware/rhttpproxy/

3. Editthe config.xml file using the text editor:

vi config.xml

4. Configure the read timeout value in milliseconds using the following command. For a
30-second timeout, enter 30000 in the following format:

<readTimeoutMs>30000</readTimeoutMs>
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5. Configure the handshake timeout value in milliseconds using the following
command. For a 30-second timeout, enter 30000 in the following format:

<handshakeTimeoutMs>30000</handshakeTimeoutMs>

Save the changes by pressing ESC and type: wq!.

7. Restart the rhttpproxy process for the changes to take effect using the following
command:

/etc/init.d/rhttpproxy restart

Configuring logging for virtual machines

Virtual machine log files are used by virtual machines to write troubleshooting information.
Virtual machine log files are stored on the same VMFS volumes as the virtual machine files
are stored. Virtual machines may write a large amount of data to log files that can consume
a large amount of disk space on the datastores, which leads to the denial of service. This
behavior can be controlled by modifying the logging settings of virtual machines.

Getting ready

Connect to your vCenter Server via the vSphere Web Client and browse towards your virtual
machine in the vSphere Web Client.

How to do it...

We will take a look at the step-by-step procedure to configure the logging settings of the
virtual machine.

The steps for configuring the virtual machine log file and log size limit are as follows:

1. Right-click on your powered off virtual machine and click on Edit Settings.

2. Select the VM Options tab and click on Advanced to expand its configuration options.
3. Click on Edit Configurations and select Add Row.
4

Type log.rotatesize in the name field and enter the value for maximum size of
log files in bytes. For 200 KB, enter 20000.
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5. Type log.keepOld number in the name field and enter the value for the number of
log files to keep. It will delete the oldest files as new log files are created.

Configuration Parameters

modify or add configuration parameters as needed for experimental features or as instructed by technical
support. Entries cannot be removed.

Hame Walue
pciBridge? vitualDey poieRootFort =
peiBridge? functions 3
wimvare tools internakversion 9216
virrware tools. requiredversion 9216
vimware tools.installstate none
virwvare tools lastinstallStatus Uhknown
migrate hostlLogState nane
migrate.migrationld ]

log.rotatesize 20000

-

[0]38 l [ Cancel l

6. Click on OK to apply the settings.

The steps for configuring a virtual machine's guest operating system logging options are
as follows:
1. Right-click on your virtual machine and click on Edit Settings.
2. Select the VM Options tab and click on Advanced to expand its configuration options.

3. Select or deselect the checkbox Enable Logging to enable or disable the guest
operating system logging option.

4. Click on OK to apply the settings.
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The virtual machine's logging settings can be used to limit the total size and number of log
files. Normally, a new log file of the virtual machine will be created each time you reboot a
host and this can end up occupying a large amount of space. You can modify the behavior by
limiting the maximum size of the log file and also the maximum number of log files to create.
This ensures that the space utilized by the log files of the virtual machines can be kept under
control. VMware's recommendation is to save 10 log files and limit each to 100 KB. These
values are more than enough to capture sufficient information. If you configured the virtual
machine with the logging limit, each time an entry is written to a log, the size of the log files
is checked. If it reaches the limit of maximum log file size, the new entry is written to a new
log file and also once the maximum number of log files is reached, the oldest log files will be
deleted to create new log files.

There's more...

The steps for configuring the virtual machine log file and log size limit from the command line
are as follows:
1. Right-click on your virtual machine and click on Edit Settings.
2. Select the VM Options tab and click on General to expand its configuration option.
3. Note down the location of the virtual machine's configuration file location.

1 Prod-WehServer - Edit Settings (2] W

| Witual Hardware | YW Options | SDRE Bules | wipp Options

w General Options

Whil Marme IPrud—WebSer\rer |
Wil Config File ![datastureﬂ Frod-"WebSererProd-wWehServer vimsx |
Wil Working Location |[datasture1] Frod-‘"WebhSerers |
Guest 08 [indows -

4. Log in to the ESXi host with the SSH where the virtual machine is residing.
5. Browse to the virtual machine's location using the following command:

cd /vmfs/volumes/datastorel/Prod-WebServer
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6. Edit the virtual machine . vmx file using the following command:

vi Prod-WebServer.vmx

7. Enter the following lines to configure the log size and log file limit:
log.rotateSize=200000
log.keep0Old=8

8. Save your changes and exit the file.

Configuring security settings for virtual

machines

Securing virtual machines is necessary in the same way it is for physical servers. Securing
a virtual machine using tools including antivirus, anti-spyware, and protection are enabled
for the virtual machine. Keep virtual machines up-to-date with the security updates and
patches. Apart from that, you can secure the virtual machines against attacks by disabling
unnecessary services and features of the virtual machine which are not necessary for the
applications or guest applications. You can find the complete details on securing a virtual
machine from the vSphere 5.1 Hardening Guide.

Please refer to the following link for vSphere 5.1 Hardening Guide:

http://communities.vmware.com/docs/DOC-22981

Getting ready

Connect to your vCenter Server via the vSphere Web Client login and browse to your virtual
machine in the vSphere Web Client.

How to do it...

We will take a look at the step-by-step procedure to configure a few of the important security
settings of virtual machines.

The steps for disabling copy and paste operations in the remote console of the virtual
machine are as follows:

1. Right-click on your virtual machine and click on Edit Settings.
2. Select VM Options tab and click on Advanced to expand its configuration options.
3. Click on Edit Configurations and select Add Row.
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6.

Type isolation.tools.copy.disable in the name field and enter the value as
True to disable the copy operation.

Type isolation.tools.paste.disable in the name field and enter the
value as True to disable the paste operation.

Click on OK to apply the settings.

The steps for preventing virtual machine disk shrinking are as follows:

WD

Right-click on your virtual machine and click on Edit Settings.
Select the VM Options tab and click on Advanced to expand its configuration option.
Click on Edit Configurations and select Add Row.

Type isolation.tools.diskWiper.disable in the name field and enter the
value as True.

Type isolation.tools.diskShrink.disable in the name field and
enter the value as True.

Click on OK to apply the settings. You cannot shrink virtual machine disks if a
datastore runs out of space when you disable this feature.

There's more...

The steps for preventing other users on spying the virtual machine remote console sessions are
explained here. More than one user can connect to the virtual machine remote console sessions
at a time by default. If more than one user connects to a remote console of the virtual machine,
users can observe the actions performed by the other remote console users. These settings can
be used to limit the number of remote console connections to the virtual machine:

1.

2.
3.
4

Right-click on your virtual machine and click on Edit Settings.
Select VM Options tab and click on Advanced to expand its configuration options.
Click on Edit Configurations and select Add Row.

Type RemoteDisplay.maxConnections in the name field and enter the value
as 1 to limit console sessions of the virtual machine to only one.

Click on OK to apply the settings.
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Performance Monitoring
and Alerts

In this chapter we will cover:

» Running vCenter performance monitoring graphs
» Configuring SNMP for ESXi and vCenter

» Running performance monitoring using ESXTOP
» Configuring vCenter alarms

» Managing log files

Introduction

The vSphere statistics system collects data on the resource utilization of the vSphere
inventory objects managed by the vCenter Server. The vCenter Server database stores the
data of the collected metrics that is collected at frequent intervals. Collected data will be
processed and archived in the vCenter database. This stored statistical information can be
accessed through the command-line monitoring tools or via the performance charts in the
vSphere Windows Client and Web Client.
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Running vCenter performance

monitoring graphs

Advanced performance charts can be useful to analyze the performance problem that requires
more statistical data to understand the source of the trouble. Advanced charts provide more
statistical information. It displays the specific data point information when you hover over a data
point in the performance chart. An advanced chart can be customizable, and chart settings can
be changed and saved to create your own charts for future purpose. Performance chart data
can be exported to a spread sheet and can also be saved to an image file.

Getting ready

Connect to your VMware vCenter Server using vSphere Web Client. Select your inventory
object in vSphere Web Client. Click on the Monitor tab and select the Performance option.

How to do it...

We'll see a step-by-step procedure of how to view and configure advanced performance charts
using the vSphere Web Client.

The following steps will enable you to view the advanced performance charts:

1. Click on Advanced to view the advanced performance charts.

2. Select an option from the View drop-down menu to view the different charts
(CPU, Datastore, Disk, Memory, Network, Power, and so on). Available views
depend on the type of inventory object selected.

I ewdnodet dabcom | Actions - -

sy
e




Configuring the advanced performance charts settings is done as follows:

1. Click on Advanced to view the advanced performance charts.

chart settings.

metric group) from the Chart Metrics section.

Real-time
Last day
Last week
Last month
Last year

0 I I 5 =

in the performance charts.
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Click on the Chart options drop down to configure the advanced performance
Select one of the metric group (CPU, Memory, Network, or any other available

Select one of the available time ranges from the Timespan drop down:

Custom interval (Specify the From and To date along with specific time)

Select the inventory object under the Target Objects section to display the statistics

Select one of the available chart types from the Chart Type drop-down menu.

Select the counters to display in the chart under the Select counters for this chart

option. If you hover over a counter, you can view the display of its information in the

description column:

@ esxi-node.lab.com - Chart Options

Metwark

Power

ChartType: | Line Graph | = |
Storage adapter -

Starage path Select counters for this chart

System

Counters Rollups Units

wSphere Replication

Intemnal Mame

x
Chart options: | [+ ||[ save Options As... || Delete Ontion
Chart Metrics Timespan ‘7Cu5tom it [« ] Select object for this chart
B - Target Oibjects
i ) Last:
Cluster services [ esii-nodet lab.com
Datastors () From:  [0gr20/2013 | | 8:07 PM 3
bisk To: [08izzizo13 |g@g [ o07 P 3
Mernory ¥ :

Stat Type

None |

Desoription

[ Ready summation Millisecond ready delta Percentage of ti
M Usage average Percent usage rate CPU usage as
(k| Usage in MHz average MHz usagemhz rate CPU usage in ...
Mone
Help | ok || Cancel |

8. Click on OK to display the performance chart.
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The following steps will create a custom advanced chart view:

1. Click on Advanced to view the advanced performance charts.

2. Click on Chart options to configure the advanced performance chart view settings.
Customize the advanced chart as per your requirements.

3. Click on the Save Options As... option.
4. Enter the name of the chart options and click on OK.

The following steps will delete a custom advanced chart view:

1. Click on Advanced to view the advanced performance charts.

2. Click on Chart Options and select the chart view that you want to delete from the
drop-down list.

3. Click on Delete Options and click on OK to confirm the deletion.

There's more...

Exporting or saving the performance data is a very important task for administrators. This
will help administrators to share the performance report with the management about the
performance of your virtual environment.

The following steps will savie the performance chart data to a file:

1. Click on Advanced to view the advanced performance charts.
2. Click on the Export icon to export the output of the performance chart.
3. Select one of the following File type to save the chart data:

o ToPNG
o ToJPEG
o ToCSV

Enter the filename and location to save the chart data.
5. Click on Save.

266



Chapter 8

Configuring SNMP for ESXi and vCenter

SNMP (Simple Network Management Protocol) is a protocol commonly used to monitor

a variety of networked devices. vSphere systems use SNMP agents to send a notification
alert to notify the management system of a particular event or condition. ESXi host includes
an SNMP agent that can send SNMP traps, and informs and receives GET, GETBULK, and
GETNEXT requests. With ESXi 5.1, the SNMP agent adds support for Version 3 SNMP protocol
that offers improved functionality and increased security. ESXCLI commands can be used

to enable and configure the SNMP agent. Configuration methods of the SNMP agent will be
different depending on the SNMP version (SNMP v1/v2c or SNMP v3) used. You can also

use Host Profiles and the PowerCLI commands to configure SNMP for an ESXi host. The
Management Information Base (MIB) files can be used to define the information that can be
provided by managed devices.

Getting ready

Connect to the ESXi server with root credentials using SSH connection or via a
console connection.

How to do it..

We'll demonstrate a step-by-step procedure to configure different types of SNMP versions
traps for an ESXi host.

The following steps will configure SNMP v1 and v2c traps for an ESXi host:

1. Set the community string name as ProdMonitor in the ESXi host as follows. | have
chosen ProdMonitor as the community name for this description.
esxcli system snmp set -c¢ ProdMonitor

2. Configure the SNMP target by specifying the SNMP target address, port number, and
community name. You can specify the multiple targets by separating them with a
comma. In the following example, ESXi host is configured with the target address as
snmpsrvl.lab.com, and community as ProdMonitor via the port 162. So this

ESXi host will send SNMP traps to the SNMP target called snmpsrvl.lab.comat
port 162 using the ProdMontior community.

esxcli system snmp set -t snmpsrvl.lab.com@lé62/ProdMonitor

3. Enable the SNMP agent if it is not enabled.

esxcli system snmp set -e true

4. Optionally, you can send a test trap to verify that the configurations are correct.

esxcli system snmp test
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The following steps will configure SNMPv3 traps for ESXi host:

1. Each and every SNMPv3 agent has an engine ID that serves as a unique identifier for
the SNMP agent. This is an optional step. This SNMP engine ID is used with a hashing
function to generate keys for authentication and encryption of SNMPv3 messages.
You can specify the engine ID that is a hexadecimal string between 5 and 32
characters long. It will be automatically generated when the SNMP agent is enabled
on the host, if you didn't manually specify:

esxcli system snmp set -E 655d44513456

2. Configure the SNMP authentication protocol, which is an optional protocol. Three
available authentication options are None, SHA1, and MD5. Authentication is used
to ensure the identity of users and also to ensure the confidentiality of data. The
following command will set to SHA1:

esxcli system snmp set -a SHAL

3. Configure the Privacy protocol, which is an optional protocol. You must enable
authentication in order to enable privacy. Available options are None and AES128.
The following command will set the authentication type to AES128:

esxcli system snmp set -x AES128

4. The authentication and privacy hash can be generated from the user supplied
passwords if either privacy or authentication protocol were enabled as follows:

esxcli system snmp hash -r -A secret5555 -X secret6666

-A Provide filename to secret for authentication hash

-X Provide filename to secret for privacy hash

-r Make -A and -X flags read raw secret from command line instead
of file.

Output of the preceding command will be generated in the preceding format

Authhash: 0c09ae8a2209d2364d66ac21eb096337de8a5c08
Privhash: 6dfe0add5436aa63ab2f87034cc73a2a6b76d398

5. Configure the SNMP users, which are up to five users who can access SNMPv3
information. Before configuring the SNMP users, generate the authentication and
privacy hash values as mentioned in the previous step. The security levels available
for a user are none (no authentication or privacy) , priv (authentication and privacy)
and auth (authentication only). The following is the structure of the command:

esxcli system snmp set --users userid/authhash/privhash/security.
esxcli system snmp set -u

snmpusrl/0c09ae8a2209d2364d66ac21eb096337de8a5c08/6dfe0add5436aa63
ab2f87034cc73a2a6b76d398/priv
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6. Configure the SNMPv3 target by specifying the SNMP target address, port number, user
ID, and security level along with the message type, either trap or inform, as follows:

esxcli system snmp set --v3targets
snmpsrvl.lab.com@l62/snmpusrl/priv/trap
7. Enable the SNMP agent, if it is not enabled, as follows:

esxcli system snmp set -e true
8. Optionally, you can send an test trap to verify that the configurations are correct.

esxcli system snmp test

There's more...

You should configure your vCenter Server with SNMP server settings to send the SNMP traps
to the monitoring server.

Configuring SNMP settings for vCenter Server

vCenter Server also included an SNMP agent that can be used to send traps, when an alarm
is triggered on the vCenter Server. An SNMP agent on the vCenter Server functions only as

a trap emitter and does not support other SNMP operators such as GET like ESXi host does.
vCenter Server typically sends SNMP traps to other management programs. Management
server needs to be configured to interpret the traps sent by vCenter Server. vCenter Server
SNMP settings must be configured to use the vCenter Server SNMP traps. The traps sent by
the vCenter Server are defined in the MIB file called VMWARE-VC-EVENT-MIB.mib.

1. Connect to your vCenter Server using vSphere Web Client.
Select your vCenter Server in vSphere Web Client.

Click on Manage and select Settings.
Click on Edit and select the SNMP receivers option.

ok 0N

Enter the primary receiver URL (DNS or IP address of the SNMP receiver), receiver
port, and community name.
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6. Optionally, you can configure the additional SNMP receivers and click on OK to apply

the settings:
! vcenters.lab.com - Edit vCenter Server Settings ?)
Statistics SNMP receivers
Specify where SMNMP alerts will be received.

Runtime settings

_! Primary Receiver URL ismmpsm lab.com

i Enahle receiier [ Enanled

R Receiver port r‘\‘EQ

Ports i E
Cornmunity string iProdMomtar

Timeout settings r —
Receiver 2 URL {snmpswr2.lab.com

Logging settings
Enable receiver [ Enanled

Database =
Receiver port (162

SSL settings = =
Community string {Prodmanitor2
Receiver 3 URL I,
Enable receiver [ Enanled
Receiver port 162
Community string i
Receiver 4 URL
Enable receiver [ Enatled
Receiver port ﬁéi =

[k Cancel |

Running performance monitoring using

ESXTOP

The esxtop and resxtop command-line utilities can be used to get the detailed information
about real time ESX/ESXi host resource utilization. You must use root user privileges to
execute the esxtop or resxtop against the ESX/ESXi host. You can start the esxtop utility in
three different modes, which are interactive (default mode), batch, and replay mode. The
only difference between esxtop and resxtop is that you can use resxtop to understand the
resource utilization of the remote ESX/ESXi host remotely, but esxtop can only be used locally
on the ESX/ESXi host. The esxtop utility reads its default configuration from the file called
.esxtop4lrc.

Getting ready

Connect to the ESXi with your root credentials host using SSH connection or via
console connection.

How to do it...

We will take a look at how to use the esxtop command line in different batch modes to collect
the performance data.
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The following steps need to be performed to run esxtop in an interactive mode:

1. Type the command esxtop. It will display the real-time statistics and it refreshes
every 5 seconds by default.

2. Type the following switches to switch between different statistics view in esxtop
interactive mode:

[m]

[m]

c (CPU view): This displays the CPU resource utilization screen of ESXi server.

m (memory view): This displays the memory resource utilization of the ESXi
server.

i (interrupt): This displays the information about the interrupt vectors of the
ESXi server.

d (disk adapter view): This displays the storage disk adapter resource
utilization screen of the ESXi server.

u (disk device view): This displays the storage disk device resource utilization
screen of the ESXi server.

v (virtual disk view): This displays information about the Virtual Machine
storage.

n (network view): This displays the network utilization screen of the ESXi
server.

p (power management): This displays the information about the power
utilization of the ESXi server.

h (help screen for esxtop): This displays the help options for the current view.
£: This adds or removes a field.
s: This sets the delay in seconds between updates.
Space: Update display.
o: This changes the order of the fields.
: This moves down the highlighed row.
: This moves up the highlighed row.
: This removes a selected line.

2
8
4
#: This sets the number of instances to display.
L: This changes the length of the NAME field.

1

: This limits the display to a single group.

3. Type g to exit the esxtop interactive mode.
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The following steps need to be performed to run esxtop in the batch mode:

1.

3.

Type the following command to run esxtop in the batch mode. It will redirect the
output of the esxtop command to a CSV file. You can analyze the statistics collected
from the esxtop batch mode later using tools such as Microsoft Excel and Perfmon.
Also ESXplot is a "fling" from VMware labs to review batch output from esxtop.

esxtop -b > file name.csv
The following are the command-line options that can be used with the esxtop batch
mode:

o a: This shows all the default statistics

o b: This option runs esxtop in the batch mode

o c¢ <filename>: This command allows you to load a user-defined
configuration file to collect the statistics when running esxtop in batch mode

o d: This can be used to specify the delay between the statistics snapshots.
Default is 5 seconds.

o n: This can be used to define a number of iterations or times esxtop collects
and saves the statistics

Using the following command, the esxtop command will run for about 50 seconds, a
10 second delay with 5 iterations. It will then save the output file called esxistats.
csv in the /tmp folder of the ESXi host:

esxtop -b -d 10 -n 5 >/tmp/esxistats.csv

The esxtop replay mode can be used to replay the statistics collected using vm-support
command. The following steps need to be performed to run esxtop in the replay mode:

1.
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Run the vm-support command in the snapshot mode. The following command will
collect stats for five minutes ( (30 seconds * 10 iterations) = 300 seconds). Once vm-
support commands are completed, all the files are stored in the same location from
where you have executed the command:

vm-support -p -i 10 -d 20

Unzip and untar the output tar file to use in the esxtop replay mode.

Execute the following command to reply the statistics captured by the vm-support
command using the esxtop replay mode:

esxtop -R vm-support-File directory path
Output will be similar to the esxtop interactive mode but you are replaying the stats

captured using vm-support commands at that particular time. It will mostly be used
to troubleshoot the performance issues that happened at a particular time.
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5. The following are the command-line options that can be used during the esxtop

replay mode:

o R: This specifies the path to the vm-support collected snapshot's directory.

o a: This shows all the default statistics.

o ¢ filename: This specifies a user-defined configuration file to collect the
statistics when running esxtop in the replay mode.

o d: This can be used to specify the delay between the statistics snapshots.
The default value is 5 seconds.

o n: This can be used to define a number of iterations; esxtop can collect and

save the statistics.

There's more...

The esxtop command can be used to take a look at the resource utilization of the local ESXi
host. It cannot be used to see the remote ESXi server resource utilization. The resxtop
command can be used to understand the resource utilization of the remote ESXi host. The
resxtop command belongs to the vSphere CLI and you need to download and install a vSphere
CLI package or deploy the vSphere Managenet Assistant (VMA) in your ESXi host before using
any vSphere CLI commands. Then you can connect to your remote ESX/ESXi hosts to execute
the resxtop commands. Other than conection options, the resxtop commands and switches are
exactly same. The following are the command-line options for the resxtop command:

» server: This is the name of the remote ESX/ESXi host to connect to. You can use it
if you are connecting directly to the host or to the vCenter Server in case of an
indirect connection.

» vihost: This option is used to specify the name of the ESX/ESXi host to connect, if
you have made a connection to the vCenter Server.

» portnumber: This option is only needed if you changed the default port number.
The default port is 443.

» username: This is to be used to authenticate when connecting to the remote host.
Remote server prompts you for the password for the specified user account.
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Configuring vCenter alarms

vSphere has a user-configurable alarm subsystem. This subsystem enables you to specify the
conditions when alarms are triggered. vCenter alarms can also be used to specify the action
to perfrom the automated alarm actions, when system condition changes. vCenter Alarms

are the notifications that can be activated in response to an event, a set of conditions or the
state of an inventory object in the vCenter Server. By default, vCenter Server provides a set of
predefined alarms that are specific to the different inventory objects in the vCenter Server. You
can also create a new alarm definition as per your requirement. Alarm definition consists of
the following elements:

» Name and description: It provides an identity to the alarm definition with the label
and description.

» Alarm type: It is used to define the alarm type and also type of the inventory object to
be monitored.

» Triggers: It defines the event, state, or condition that will trigger an alarm and also
defines the severity of the notification.

» Tolerance thresholds: It provides the additional restrictions on the state and
condition triggers thresholds that must be exceeded before the vCenter alarm is
triggered.

» Actions: It defines the operations that occur in response to the triggered alarms.
vCenter provides the groups of predefined actions that are specific to the inventory
object types.

» Severity levels: This specifies three Severity levels that are as follows:

o Normal: Green
o Warning: Yellow
o Alert: Red

Getting ready

Connect to your vCenter Server via vSphere Web Client login.

How to do it...

We will take a look at the step-by-step procedure to create a condition and event-based alarm
definition using vSphere Web Client.
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The following steps will create a new condition-based alarm definition:

1.

o 0N

Browse to the datacenter object in vSphere Web Client. You can create alarm
definitions for various objects, such as vCenter Server, datacenter, clusters, hosts,
Virtual Machines, datastores, datastore clusters, distributed switches, and distributed
port groups.

Click on the Manage tab and click on Alarm Definitions.
Click on Add to add a new alarm definition.
Enter the Alarm name and Description for the new alarm definition.

Select the object type such as vCenter Server (datacenters, clusters, hosts, Virtual
Machines, datastores, datastore clusters, distributed switches, and distributed port
groups) to monitor from the Monitor drop-down option.

Select one of the options under Monitor for. In our example, | have selected specific
condition or state, for example CPU usage to monitor my Virtual Machine memory
usage. Based on the object type you want to monitor, you can choose one of the
following options:

o Specific conditions or state (CPU usage, Memory usage, and so on)
o  Specific event occurring on this object (VM power on, VM power off,
and so on)

Select the checkbox Enable this alarm to enable this new alarm definition and click
on Next:

i Mew Alarm Definition 3) b

~/ Alarmnarme:  |Alarm to Monitor Vidual Machine Memary

2 Triggers

3 Actions

Description This Alarm definition is ta maonitor the virtual machine memary usage

Wonitar: Vitual Machines |~

Manitar far: (=) specific conditions or state, for example CPU usage

() specific event accurting an this object, Tor example Wi Power On

[ Enanle this alarm

(o) Come )L (o),

Click on Add to add a new alarm trigger on the trigger page.
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9.

Select one of the trigger condition from the drop-down menu. | have chosen
VM Memory Usage:

“t3 Mew Alarm Definition ?) "

« 1 General Triggerit | ANY |~ | ofthe following conditions are satisied

T + X

3 Actions Trigger Oparator i Waming Condition 4) Grttical Condition

| VM Memory Usage | v |isabove 75 % for & minutes a0 % for & minutes
VM Max Total Disk Latency

VM MNetwork Usage

VM Snapshot Size

VI State

VM Total Size on Disk

| S | | e

10.
11.

12.

13.

14.
15.
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Select either is above or is below from the Operator drop down.

Select an option from the drop-down menu under the Warning Condition column to
set the threshold for triggering a warning alert. In our example, | have selected VM
memory usage is above 75% exists for 5 Minutes, which will trigger a warning alert.

Select an option from the drop-down menu under the Critical Condition column. In
our example, | have selected VM memory usage is above 90% exists for 5 Minutes,
which will trigger a critical alert.

You can specify multiple trigger condition. Select one of the following options from the
Trigger if drop-down menu and click on Next:

o ANY: This means trigger if any of the following conditions are satisfied
o ALL: This means trigger if all of the following conditions are satisfied

Click on Add to add the actions to perform as part of this alarm definition.

Select one of the alarm actions from the drop-down under the Action column. In our
example, | have selected alarm action as Send a notification email. This will send an
e-mail to my vCenter Server admin group e-mail address. Enter the e-mail address of
the vCenter Server admin group to receive the e-mail notification. Similar to that you
can configure other alarm actions as per your organizations requirements:
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[ty Mew Alarm Definition

+~ 1 General Specify the actiens to take when the alarm state changes,

« 2 Triggers + X

] Action Configusation Gy A= Q=i A
Send a notification e . Once

Reset VM 5

Run a command

Send a nolification email

Send a notification trap

Shutdown guest on VM

Suspend VM -

Repeat actions every. 5 . minutes.

[ Back I [ s 1 [ e ] [ Cantel I

16. Select the action frequency either once or repeat for each trigger condition
(green to yellow, yellow to red, red to yellow, and yellow to green).

17. Select the minutes from the drop down for the Repeat Actions every option:

New Alarm Definition 20
+ 1 General Specify the actions to take when the alarm state changes.
+ 2 Triggers + X
v i L Aot Lo de=
Send a notification erail weenter_admins@iab.com onee
Repeat actions every: 5 - minutes.
[ Back ] { i ] l Finish I [ Cancel I

18. Click on Finish to create the new alarm definition.
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The following steps will create a new event-based alarm definition:

1.

o 0N

10.

11.

12.

13.

14.
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Browse the datacenter object in vSphere Web Client. You can create an alarm
definition for various objects such as (vCenter Server, datacenter, clusters, hosts,
Virtual Machines, datastores, datastore clusters, distributed switches, and
distributed port groups).

Click on the Manage tab and select Alarm Definitions.
Click on Add to add a new alarm definition.
Enter Alarm name and Description for the new alarm definition.

Select the object type (vCenter Server, datacenters, clusters, hosts, Virtual Machines,
datastores, datastore clusters, distributed switches, or distributed port groups) to
monitor from the Monitor drop-down menu.

Select the options Specific event occurring on this object, for example VM Power
on under Monitor for.

Select the checkbox Enable this Alarm to enable this new alarm definition and click
on Next.

Click on Add to add a new alarm trigger on the trigger page.
Select one of the events from the drop down under the Events column.

Select one of the status (Unset, Normal, Warning, or Alert) from the drop down
under the Status column.

Click on Add to add the conditions that should be satisfied to be triggered.
This step is optional.

Select one of the arguments from the Argument drop-down menu.
This step is optional.

Click on the Operator column and select one of the operators from the drop-down
menu. This step is also optional.

Click on Value and enter the value for the condition and click on Next. This step is
optional, too.
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3 New Alarm Definition

{71 hr

~ 1 General Trigger if AMY of the following events ocour:

-GS + *

3 Actions Event Status Cond

—
Cannot complete VM clone v |Alert 1

Cannot complete VM clone

Cannot complete VM relayout on Vmis2 datastore

Cannot complete VM relayout.

Cannot create VM disk

Cannot deploy VM

Cannot migrate VM =

The following conditions should be satisfied for the trigger to fire.
+ X

Argument Operstor Value

Template equal to Win_2kE prod

[ = ]l Nat ][ 7 I[ Cancel ]

15.

16.

17.

18.
19.

Click on Add to add the actions to perform as part of this alarm definition.

Select one of the alarm actions from the Alarm drop-down menu. In our example, |
have selected alarm action as send a notification email. Similarly, you can configure
other alarm actions as per your organization requirement.

Select the action frequency either once or repeat for each trigger condition (green to
yellow, yellow to red, red to yellow, and yellow to green).

Select the minutes from the drop down for the Repeat Actions every option.

Click on Finish to create the new alarm definition.

There's more...

Acknowledging triggered alarms:

1.

2
3.
4

Select an inventory object from the vSphere Web Client.

Click on the Monitor tab and select the All Issues option.

Click on Triggered Alarms and select one of the triggered alarms.
Right-click on the selected triggered alarm and select Acknowledge.
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Resetting triggered alarms:

1. Select an inventory object from the vSphere Web Client.

2. Click on the Monitor tab and select the All Issues option.

3. Click on Triggered Alarms and select one of the triggered alarms.

4. Right-click on the selected triggered alarm and select Reset to Green.

VELET LT R RLES

Log files can be used to write troubleshooting information and also contains additional
information about the activities performed in your vSphere environment. With vSphere Web
Client, Log Browser allows you to view, search, and export vCenter Server and vSphere hosts
log files. It allows you to view the different types of logs of the ESXi host and also vCenter
Server and it has advanced functionality to filter the logs using filter queries.

Getting ready

Connect to your vCenter Server via vSphere Web Client login .Select your vCenter Server or
ESXi host from the vSphere Web Client. Click on the Monitor Tab and select Log Browser.

How to do it...

We will take a look at the step-by-step procedure to manage and view the logs using the Log
Browser from the vSphere Web Client.

The following steps will retrieve logs using Log Browser:

1. If no logs for the ESXi host or vCenter Server are available, you may see the message
The logs have not been retrieved for this object. Click on retrieve now to retrieve
the log files. Retrieving logs will take a few minutes to complete.

2. Once the log files are retrieved, select the type of log that you want to browse from
the drop down under the type option.
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The following steps will teach us to filter log files using Log Browser:

Select your vCenter Server or ESXi host from the vSphere Web Client.
Click on the Monitor tab and select Log Browser.

Select the type of log that you want to browse from the drop down under the type
option.

Type the text in the Filter search box that you want to filter from the log files and
press Enter.

The following steps will create Advanced Log filters using Log Browser:

1.

o wb

Select your vCenter Server or ESXi host from the vSphere Web Client
Click on the Monitor tab and select Log Browser.

Click on the Advanced Filters option.

Enter the conditions that you want to include as part of this filter.

Type the name for this filter and click on Save to save this advanced filter.
Click on Filter to view the filtered results in the Log Browser.

The following steps will adjust log timings using Log Browser:

e

Select your vCenter Server or ESXi host from the Sphere Web Client.
Click on the Monitor tab and select Log Browser.
Under Actions, select Adjust Time.

Select Add or Subtract and Adjust the times from the original timestamps in the
log file. You might need to modify the timestamp of a log file to adjust its time to a
different time zone:

Adjust Time Stamp *

Adjustthe time starmps ofthe log entries.

Qriginal Time Stamp: 201 3-07-171501:01.5349
Subtract = ] B‘ davs |5 E{" hours | 2 B min |3 B sec | B ms
Adjusted Time Stamp: 2013-07-17 09:58:58.534 Reset

Apply v Close i

Click on Apply to apply the modified log timings to the log files.
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There's more...

In many troubleshooting situations, it is necessary to export log files. You should use Log
Browser to export the log files when using vSphere Web Client.

The following steps will export the log files using Log Browser:

1. Select your vCenter Server or ESXi host from vSphere Web Client.
Click on the Monitor tab and select Log Browser.

Under Actions, select Export to export the log files.

Select the type of file that you want to download.

Click on Export.

o 0 M wbd

Specify the location where you want to save the log file.
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Manager

In this chapter, we will cover the following topics:

» Installing Update Manager

» Configuring Update Manager

» Creating and managing baselines

» Scanning and remediating vSphere objects
» Configuring UMDS

Introduction

Update Manager helps you to manage the centralized patch management and version
management for VMware vSphere. It supports automated patch installation of VMware
vSphere hosts, virtual machines, and virtual appliances with any manual intervention. Using
Update Manager, you can upgrade ESX/ESXi hosts to the latest version, install and update
hardware drivers such as NIC drivers, storage adapter drivers, and monitoring agents on ESX/
ESXi hosts. Upgrading virtual machine hardware version, VMware Tools, and virtual appliances
can be also be automated using Update Manager.
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Installing Update Manager

The Update Manager server component can be installed on the vCenter Server or on different
computers. For production deployment, install the Update Manager on a dedicated server.
Following are a few of the prerequisites for the installation of the Update Manager server:

» Create a database and a 32-bit system DSN if you are not using SQL Server Express
Edition bundled with the installation.

» Verify whether the database version is supported with your Update
Manager installation.

» Make sure that the Update Manager database and system DSN are configured with
SQL Server authentication, if your database is located on the remote system. This
is done because Windows authentication of the database located on a different
machine is not supported by the Update Manager. The Oracle database is also
supported with the Update Manager installation.

Getting ready

Log into the system where you want to install the Update Manager with administrative
credentials and insert the VMware vCenter Server installation media to CD/DVD drive of
the system.

How to do it...

We'll see a step-by-step procedure on how to install the Update Manager server and client:
Perform the following steps for installing the Update Manager:

1. Double-click on the vCenter Server installer's autorun. exe file.
Choose vSphere Update Manager and click on Install.

Select the language for the installer from the dropdown and click on OK.
Click on Next in the welcome page.

Read the end-user patent agreement and click on Next.

Read the end-user license agreement and Accept it. Click on Next.

N o kDN

Review the Update Manager support information. Select the checkbox Download
updates from default source immediately after installation to download the
updates immediately after the installation of the Update Manager. If you deselect this
option, Update Manager downloads the patches and updates according to the default
download schedule. Click on the Download Now button to initiate the download on
the Download Settings page. The default download schedule can be modified once
the installation is complete.
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1
‘\Q Deselect this option to review the default download sources before

download or to use a shared repository as a download source.

8. Enter the vCenter Server IP address or Host Name, HTTP Port, and the

administrative account credentials (which are used by the Update Manager server to
connect to the vCenter Server) and click on Next:

i’i‘!:“ ¥Mware ¥Sphere Update Manager

yCenter Server Information

Enter wCenter Server location and credentials

Please provide the necessary information about vCenter Server below, ¥Mware vaphere
IUpdate Manager will need this information ko connect ko the wCenter Server at starkup.

—Wkware wCenter Server Information
IF Address [ Mame: HTTP Paort;
|192.165.0.85 a0
Username: Passwiord;
ilal:l'l,dal I TTTITTIITITIT)
[rnstalShield

< Back | Mexk = I Zancel
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9. Inthe Database Options page, choose the type of database for your Update Manager.
Select the checkbox Install a Microsoft SQL server 2008 R2 Express instance (for
small scale deployment) if you don't have any existing database in your environment.
This default database is for deployments up to 5 ESXi hosts and 50 virtual machines.
Select the checkbox Use an existing supported database if you are using a supported

database, and enter the 32-bit system DSN name. Click on Next:

i'n.a ¥Mware vsphere Update Manager E3

Database Options

Select an ODEC data source For WMware wSphere Update Manager.

Installshield

YMware wSphere Update Manager requires a database,

" Install a Microsoft SQL Server 2008 B2 Express instance (for small scale deplovments)

%' Use an existing supported database

Data Source Mame (DSH): I 1M :_i

MCTE: Update Manager requires a 32 bit svstem DSM with supported bvpes of databases
and versions of drivers,

< Back i Mexk = I Cancel

Al

Q

10. Review the additional database configuration information and click on Next.

11. Select the IP address or hostname of your Update Manager instance from the
dropdown and review the port numbers required for the Update manager installation.

The ODBC tool in the control panel will create a 64-bit DSN. Update
Manager requires a 32-bit system DSN. You need to use the 32-bit
ODBC tool located at C: \Windows\SysWOW64 \odbcad32.exe
for the Update Manager.

The setup will open the ports in the firewall if the Windows firewall/Internet
connection sharing service is running on the system:

286



Chapter 9

12.

13.

14.

15.

i,@ ¥Mware vSphere Update Manager

¥Mware vSphere Update Manager Port Settings

Enker the connection information For Update Manager

Specify how this YWMiware vSphere Update Manager should be identified on the network, Please
make sure this IP address or hosk name can be accessed from both wCenter Server and hosts,

192.168.0,85 |

Setup will open the ports in firewall iF the Windows Fireweall/Internet Connection Sharing
service is running on the syskem,

SOAP Pork: ‘Web Port: S5L Pork:
I8E|84 19084 IQUB?

I~ ¥es, I have Internet connection and I wank to configure prose: sektings mow,

ImstallShield

< Back | MNext = I Cancel |

Select the checkbox Yes, | have Internet connection and | want to configure proxy
settings now if you want to configure the proxy server and provide the proxy server
information, the port, and the credentials to authenticate the proxy. Click on Next.

Review the Update Manager installation and patch download location. If you want to
change to a different directory, click on Change to browser to a different directory
and then click on Next.

1
‘Q A warning message will appear when you try to install the Update

Manager on the system that has less than 120 GB free space.

In the Ready to Install the Program page, click on Install to begin the Update
Manager installation.

Once the installation is complete, click on Finish.

Perform the following steps for installing the Update Manager Client plugin:

1.
2.
3.

Connect to your vCenter Server system using vSphere Web Client.
Click on the Plug-ins tab and select Manage Plug-ins.

In the Plug-in Manager, click on Download and Install to install the
Update Manager extension.

Select the language for the installer from the dropdown and click on OK.
In the welcome screen of the installation, click on Next.
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6. Review the patent agreement and click on Next.

7. Read and accept the license agreement and click on Next.
8. Click on Install to start the installation.

9. Click on Finish once the installation is completed.

10. Once the installation is complete, you will see the status of Enabled for
VMware vSphere Update Manager Extension in Plug-in Manager:

G Plug-in Manager =]
Plug-in Mame | vendor | Version | Status | Description [P
Installed Plug-ins

& YMware vCenter Storage Monitoring Service WMware Inc. 521 Disabled Storage Monitoring and
Reporting

& wCenker Hardware Status YMware, Inc. 5.1 Disabled Displays the hardware status of
hiosts (CIM monitoring)

@ wCenker Service Status YMware, Inc. 5.1 Disabled Displays the health status of
wienter services

& Auto Deploy YMware, Inc, 5.0.0... Enabled Supports network-based
deployment of ESX servers.

& YMware vSphere Update Manager Extension VMware, Inc. 5.1.0... Enabled WMware vSphere Update

Manager extension

Available Plug-ins

< 0
Help Close |

11. Click on Clese to exit from the Plug-in Manager.

12. You can see the Update Manager plugin icon under Solutions and Applications in
the home page of your Windows vSphere Client.

The Update Manager consists of two parts: a server part and a plugin part. Both are
supported only in the Windows machine. It is always recommended to install the Update
Manager server on a remote machine in a large-scale environment to achieve better
performance. The Update Manager Client plugin on the vSphere Client should be installed
and enabled to use the Update Manager application. The Update Manager installer opens the
designated ports on the Windows firewall to enable the communication.
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There's more...

Perform the following steps for disabling Update Manager Client plugin:

1. Inthe vSphere Client, click on the Plug-ins tab and select Manage Plug-ins.
In the Plug-in Manager, right-click on VMware vSphere Update Manager Extension.
Select Disable to disable the Update Manager plugin.

EalN I

Once disabled, you will see the status of Disabled for VMware vSphere Update
Manager Extension in Plug-in Manager.

5. Click on Close to exit the Plug-in Manager.

Configuring Update Manager

The Update Manager server component is installed with the default configuration options if
you have not modified it during the installation. The Update Manager settings can be modified
after the installation, too. The Update Manager settings can be modified only with the required
privileges to configure the Update Manager service. These privileges can be assigned on the
vCenter Server system.

Getting ready

Connect to the vCenter Server using Windows vSphere Client and click on the Update
Manager icon in the home page. Select the Configuration tab under settings to configure
the Update Manager.

How to do it...

We'll see a step-by-step procedure to configure various Update Manager settings.
Perform the following steps for configuring the Update Manager network settings:

1. Click on the Network Connectivity option.

2. Review the port number displayed for SOAP port (port number 8084 which is used
by the Update Manager client to establish communication with the Update Manager
server) and Server port (the listening port for the web server that provides access to
the client plugin installer) only if required.
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3.

Review the IP address or host name of the server for the patch store. Edit the IP
address or hostname if more than one NIC or IP address is configured on the Update
Manager server:

Update Manager Administration For ¥vcenter5.lab.com

Configuration

Settings Metwork Connectivity

>

Mekwork Connectivity
Client Communicakion with the Update Manager Server
Download Settings

Download Schedule SOAP pork: 5054
Mokification Check Schedule

wirtual Machine Settings Update Manager patch store used by the ES% and ESXi hosts

ESE Hosblelistar SelHns Server port (range: 80, 9000-9100): a0a4
wapp Setkings

IP address or host name for the patch store: 192.165.0.55 LI

I, For client communication, the vSphere Client must be able to access the
specified ports on the Update Manager server. For patch transfers,
ES¥ hosts must be able ko access the specified ports on the Update Manager
server, YMware vSphere Update Manager restart is required For these changes to
take effect,

If there are any firewalls, they must be configured to allow traffic through these

porks.
Apply |

4,

Click on Apply to save the settings.

Perform the following steps for configuring the UMDS settings:

1.
2.
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Click on the Download Settings option.

If Update Manager system is directly connected to the Internet, select the checkbox
Direct Connection to Internet in the Download Sources panel and select or deselect
the checkbox in the Enabled column to choose the type of updates to download.

To add a new download source, click on Add Download Source. Type the download
source URL and a URL description in the Add Download Source window. HTTP and
HTTPS URL are supported by Update Manager. Click on Validate URL to verify the
accessibility of the URL and click on OK.

Q To make sure your connection is secure, specify the HTTPS URL.

If you have a proxy server to connect to the Internet, select the checkbox Use Proxy
under Proxy Settings. Click on the Test Connection button to test the Internet access
through the proxy.

Enter the proxy and port information. If it requires authentication, select the
checkbox Proxy requires authentication and enter the values for Username
and Password:




Update Manager Administration for voenterslalnoom
| Gietting Started - Basolnes and Groups
1 | Downluad Settings

Dowerdosd Sources

ConFigurakinn WL T

Fakeh fiepastory. . E53 fmages | VA Upgrades

% Direct connection to Inbermet - downlnad new patches and VA upgrades either at intervals speciied in Download
Sehedule or immediately by cheking the Downinad Naw burton beiow
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Enabied | Updal

Ervabled [Dowriond Source
Wirtusal Machir 1= r—rerry
B = [ ey 2
= Linkhadivn e Urikinare Hetpc ivapp-updates vitiwars Comival.catal . Downlosd virltusl appls .. Valdsting.
s
© Use a shared repository \what's thir?

[

Procy Settngs
T ke prosy

Mot yons e aboor [ognet Pabchers runs

sty Frin 3 bocal 2 film

[
P

Test Cormmction

6. Click on Apply to apply the settings.
7. Click on Download Now to initiate the patch definition's download.

Perform the following steps for configuring the download schedule:

1. Click on the Download Schedule option.
Verify whether the checkbox Enable scheduled download is selected.

2
3. If you want to modify the download schedule, click on Edit Download Schedule.
4. Configure the download Frequency (Once, Hourly, Daily, Weekly, or Monthly),

time, and Interval. Click on Next.

5. Enter one or more e-mail addresses to be notified when patches are downloaded in

the e-mail notification window. The vCenter Mail Sender settings should be configured

to enable e-mail notifications. Click on Next.

Update Manager Administration for ycenters.lab.com

Start

Configuration S

Settings

Download 5chedule

Metwork Connectivity
Download Settings

+  Download Schedule
Maotification Check Schedule
irtual Machine Settings
ES% Hosk/Cluster Settings

wApp Setkings

Mame
Description
Frequency
Last run
Mext run
Ernails

Enable scheduled download

WMware wSphere Update Manager Update Download

A predefined scheduled task to download software updates.
Draily

8/28/2013 7:49:00 AM

BI30/2013 74900 AM

Patchadmin@lab. com

I

Edit D'ownload Scheduls

Apply. I

6. Review the selected settings and click on Apply.
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Perform the following steps for configuring the Update Manager notification check schedule:

1.

2
3.
4

Click on the Notification Check Schedule option.
Verify that the checkbox Enable scheduled download is selected.
If you want to modify the notification schedule, click on Edit Netifications.

Configure the Frequency (Once, Hourly, Daily, Weekly, or Monthly), Start time, and
Interval. Click on Next.

Enter one or more e-mail addresses to receive notifications from Update Manager or
e-mail alerts such as when a patch is recalled in the e-mail notification window. Click
on Next.

Update Mana Administration for vcenter5.lab.com

Configuration 2l

Settings Motification Check Schedule

Metwork Connectivity
Edit Notifications. .
Download Settings
Mame YMware vSphere Update Manager Check Motification
Download Schedule
Description A predefined scheduled task ko check update notifications.
Motification Check Schedule

Frequency Haurly
Wirtual Machine Settings Last run 8/29/2013 12:15:00 PM
ES¥ HastfCluster Settings Mext run 8/29/2013 1:15:00 PM
wapp Settings Emails Patchadmin@lab, com

Enable scheduled download [

Apply |

6.

Review the selected settings and click on Apply.

Perform the following steps for configuring the virtual machine's settings:

1.
2.
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Click on the Virtual Machine Settings option.

If you want to create the snapshots before remediating the virtual machines, make
sure Take a snapshot of the virtual machines before remediation checkbox is
selected. Update Manager is configured by default to take a snapshot of the virtual
machines before applying updates. It will help to return the virtual machine to the
previous state before the remediation, in case of a failed remediation.

Select either one of the following options to configure the retention of the snapshot:
o Keep for hours

o Do not delete snapshots

1
~ Snapshots reduce the performance of the virtual machine.
Delete the snapshots as soon as the remediation is validated.
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Started |

Configuration N2

Settings

Yirtual Machine Settings

Metwork Connectivity
Download Settings

Download Scheduls

whApp Settings

Motification Check Schedule rollback.

v Wirtual Machine Settings -
i+ Keep for I 18 E. hours
ES¥ Host/Cluster Settings

Specify the remediation rollback options. IF enabled, rollback will take a
snapshot of the wvirtual machine before remediation.

~ Take a snapshot of the wirtual machines before remediation to enable

" Do not delete snapshots

ﬂ Snapshots reduce the performance of the virtual machine, Deleke the
snapshots as soon as the remediation is validated,

Apply |

4. Click on Apply to apply the settings.

Perform the following steps to configure host maintenance mode settings:

1. Click on the ESX Host/Cluster Settings option.
2. Select any one of the following options from the drop-down menu for the VM Power

state option to determine the power state of the virtual machines that are running on

the ESX/ESXi host before remediation is applied:

a Power off the Virtual Machines

o Suspend Virtual Machines
o Do not Change VM Power State (default setting)

3. Select the checkbox Temporarily disable any removable media devices that might
prevent a host from entering maintenance mode to disable the CD/DVD or floppy

drives connected to the virtual machines because Update Manager does not remediate

ESX/ESXi hosts with virtual machine connected to CD/DVD or floppy drives.

4. Select the checkbox Retry entering maintenance mode in case of failure:

Update Manager Administration for vcenters.lab.com

Configuration

Settings

ESX Host/Cluster Settings

Matwork Connectivity
Download Settings
Download Schedule
Motification Check Schedule
yirtual Machine Settings

ESX HostiClustsr Settings

wApp Settings

Maintenance Mode Settings

Befare host remediation, ESX/ESXi hosts might need to enter maintenance made. virtual machines and virtual appliances must be shut down o migrated. To
reduce the host remedistion downtime, you can select to sht down or suspend the virtusl machines and appliances before remediation from the drop-down
menu below.

WMPower stste:  [Da Mat Change VM Pawer State =
¥ Temporariy disable any removable media devices that might prevent a host from entering maintenance mode.

¥ Retry entering maintenance mode in case of failure
Retry delay: S5 = |minutes ik
Mumber of retries: i3 3:

5. Specify the Retry delay option in minutes or hours and the Number of retries value.
Click on Apply.
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Perform the following steps for configuring the cluster settings:

1. Click on the ESX Host/Cluster Settings option.

2. Certain features might need to be temporarily disabled for the cluster updates to
succeed. These features will be automatically re-enabled when the remediation is
complete. Select the checkboxes for the following to enable or disable the features
under the Temporarily disable option:

o Distributed Power Management (DPM).
o Enable parallel remediation for hosts in cluster.
o Fault Tolerance (FT).

o Migrate powered off and suspended virtual machines to other hosts in the
cluster, if a host must enter maintenance mode. vMotion and DRS must be
enabled to use this option.

o High Availability Admission Control.
3. Select the checkbox Allow installation of additional software on PXE booted ESXi

5.x hosts under PXE Booted ESXi Host Settings if you want to enable software
installation for solutions on PXE booted hosts:

Cluster Settings

Certain Features might need to be temporarily disabled For cluster updates to succeed, These Features will be automatically re-enabled when remediation is
complete.

Update Manager does not remediate hosts on which the Features are enabled.
Temporarily disable:

I Distributed Power Management (DPM)

™ High Awvailability Admission Control

™ Fault Tolerance (FT)

ﬂ To ensure that FT can be re-enabled, you should remediate all hosts ina cluster with the same updates at the same time. See the documentation For
more details,

T Enable parallel remediation For hosts in clusker
I™ Migrate powered off and suspended virtual machines ko other hosts in the cluster, if a hosk must enter maintenance mode:

PXE Booted ESXi Host Settings
I allow installation of additional softwars on PXE booted ESH 5. hosts

Apply I

4. Click on Apply to apply the settings.
Perform the following steps for configuring a smart reboot:

1. Click on the vApp Settings option.

2. Select the checkbox Enable Smart reboot. Enabling the smart reboot
option will selectively reboot the virtual appliances in the vApp to maintain
the start up dependencies.

3. Click on Apply to apply the settings.
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There's more...

Perform the following steps for manually importing patches:

1. Click on the Download Settings option
2. Under Download Sources pane, click on Import Patches.

3. Click on Browse and select a compressed patch file that you want to import in the
Update Manager repository. Click on Next.

4. Once the upload has been completed successfully, review the patches that have been
imported and click on Finish.

Creating and managing baselines

Update Manager baselines can be upgrade, patch, or extension baselines. Baselines

contain a collection of one or more patches, upgrades, or extensions. Baseline groups are
created from existing baselines and might contain one upgrade baseline and one or more
extension and patch baselines, or might contain a combination of multiple extension and
patch baselines. You can scan the hosts, virtual appliances, and virtual machines against the
baseline and baseline groups to verify their level of compliance. You must have the privilege of
Manage Baseline to create, edit, or delete baseline and baseline groups. To attach baselines,
you must have the Attach Baseline privilege on the vCenter Server system in which Update
Manager is registered.

By default, Update Manager includes two dynamic patches and three upgrade baselines:
» Critical Host Patches: This default baseline checks the vSphere hosts for

compliance with all available critical patches

» Non-Critical Host Patches: This default baseline checks vSphere hosts for
compliance with all non-critical patches that are optional for the hosts

» VMware Tools Upgrade to Match Host: This default baseline checks virtual
machines for the latest VMware Tools version supported by the host

» VM Hardware Upgrade to Match Host: This default baseline checks the virtual
machine hardware version with the latest version supported by the host

» VA Upgrade to Latest: This default baseline checks the compliance of the virtual
appliance with the latest vApp available version

Getting ready

Using Windows vSphere Client, connect to your vCenter Server and click on the Update
Manager icon in the home page. Select the Baselines and Groups tab to create and configure
the baselines.
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How to do it...

We will take a look at how to create different types of baseline and baseline groups using the
vSphere Client.

Perform the following steps for creating a fixed patch baseline:

1. Click on Create to create the baseline.
2. Enter the name and description for the baseline.
3. Select Host Patch under Baseline Type and click on Next:

é;; Mew Baseline [_[O]

Baseline Mame and Type
Enter a unigue name and select the baseline type.

Baseline Name and Type — Baseline Name and Description

Patch Options

Criteria Mame: [ES#i Patch Baseline

Patches to Exclude

Additional Patches Description: This is patch baseline For ESXi hosts| ;I

Ready to Complste

— Baseline Type

Host Baselines VA Baselines

% Host Pakch WA Upgrade
" Host Exkension

" Host Upgrade

Host Patch baselines contain patches to apply to a hosk or set of hosts based on applicabilicy. IF
the baseline contains patches for software that is not installed on a particular host, the patch will
be ignored For that hosk,

Help | < Back I Mext = I Cancel

In the Patch Options page, select the Fixed Baseline checkbox.

5. From the list, select the individual patches and click on the down arrow key to add
them into the fixed patch list.

6. Click on Finish.
Perform the following steps for creating a dynamic patch baseline:

1. Click on Create to create the baseline.

2. Enter the name and description for the baseline.

3. Select Host Patch under Baseline Type and click on Next.

4. Select the Dynamic Baseline checkbox in the Patch Options page.
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5. Select the specific criteria to determine the set of patches to include in the dynamic
baseline. The set will only contain the patches that match all the fields.

o Patch Vendor

a Product
o Severity
o Category

o Release Date

L“&} New Baseline H[=] E3

Dynanmic Baseline Criteria
The Following criteria determine the patches included in this baseline

Baseline Mame and Tvpe Enter specific critetia to determine the set of patches included in the dynamic baseline. The set will contain
Patch Options only the patches that match all figlds,

Criteria

Patches to Exclude Patch Vendor: Product:

Additional Patches |AnE
Ready to Complstes embeddedEsx 5.1.0

Severiby: Release Date:
[T onorafter | Sunday |, September 08, 2013 =l
Moderate - e
Irnportant ™ onor Before I Sunday |, September 08, 2013 ;I
Critical
Caktegory: 1 patches match the selected criteria, Click Mext to view patch
details.
Enhancement
Cther
Help | = Back | MNext = I Cancel |

6. Select the patches from the list to exclude and click on the down arrow key to exclude
them on the Patches to Exclude page.

7. Select the patches to include them in baseline on the Other Patches to Add page
and click on the down arrow key to add them into the list.

8. Click on Finish.
The extension baseline can contain additional VMware software or third-party software such
as hardware drivers and Common Information Model (CIM) providers for managing third-party
modules on the host for ESX/ESXi hosts. Host extension baselines are always fixed. Perform
the following steps for creating a host extension baseline:

1. Click on Create to create the baseline.

2. Enter the name and description for the baseline.
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6.

Select Host Extension under Baseline Type and click on Next.

Select the patches from the list to include and click on the down arrow key to add
them into the fixed patch list.

Click on Advanced to find the particular patches to include as a part of the baseline
and click on Next.

Click on Finish.

Perform the following steps for importing host upgrade images and creating host
upgrade baselines:

1.
2.

Click on the ESXi Images tab and select the Import ESXi image option.

Click on Browse in the Import ESXi image page, select the ESX/ESXi image to
upload, and click on Next.

Once the upload is complete, review the information about the uploaded image and
click on Next.

Select the checkbox Create a baseline using the ESXi image to create a host
upgrade baseline from the uploaded ESXi image.

Enter the name and description for the baseline.
Click on Finish to create the host upgrade baseline.

Perform the following steps for creating a virtual appliance upgrade baseline:

WD
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Click on Create to create the baseline.
Enter the name and description for the baseline.
Select VA Upgrade under Baseline Type and click on Next.

Select the Vendor and Appliance options from the respective drop-down on the
Upgrade Options page. Select any one of the following options from the Upgrade To
drop-down menu:

o Latest
o Do Not Upgrade

o A specific version number

Click on Add Rule and then click on Next.
Click on Finish.
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There's more...

We will look into creating a host baseline group, virtual machine and virtual appliance
baseline group, and attaching baselines and baseline groups to vSphere objects in the
following sections.

Creating a host baseline group
You can combine multiple patch or extension baselines with one host upgrade baseline, or
combine one host upgrade in a baseline group with multiple patch and extension baselines.
Perform the following steps for creating a host baseline group:

1. Click on Create on the Baselines and Groups tab.

2. Select the checkbox Host Baseline Group and specify the name for the baseline
group. Click on Next.

3. Select a host upgrade baseline and click on Next.
Select the patch baselines to include in the host baseline group and click on Next.

5. Select the extension baselines to include as part of this baseline group and click on
Next.

6. Review your baseline group settings and click on Finish.

Creating a virtual machine and virtual appliance baseline group

You can combine the virtual machine and virtual appliance baseline group in the upgrade
baselines. Perform the following steps for creating a virtual machine and virtual appliance
baseline group:

1. Click on Create and then on the Baselines and Groups tab.

2. Select the Virtual Machine and Virtual Appliance Baseline Group checkbox and
specify the name for the baseline group. Click on Next.
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3. Add one upgrade baseline per type (virtual appliance, VMware Tools, and virtual
hardware) in this group:

o VA Upgrades
o VMware Tools Upgrades
o VM Hardware Upgrades

5 New Baseline Group Wizard =]
Upgrades

Add an upgrade baseline to the baseline group.

Mame and Type
Upgrades
Ready to Complete

Add one uparade baseline per tvpe in this group.

Upgrade Bazeline Mame
¥A Upgrades

€ Mone

€ WA Upgrade to Latest (Predefined) W&, Upgrade

& w4 Upgrade baseline Wi, Upgrade
¥™M Hardware Upgrades

7 Mone

%YM Hardware Upgrades to Match Host (Predefined) 1 Hardware
¥Mware Tools Upgrades

£~ Mone

& YMware Tools Upgrade to Match Host (Predefined) “hiware Toolz

[Tyie

Create a new Yirtual Appliance Upgrade Baseline. ..

Help I < Back | Mext = I Finish I Cancel

4. Review your baseline group settings and click on Finish.

Attaching baselines and baseline groups to vSphere objects
Perform the following steps for attaching baselines and baseline groups to vSphere objects:

1. Select the type of inventory object (Host and Clusters or VMs and Templates) that
you want to attach the baseline to.

2. Select the vSphere object from the inventory, and click on the Update Manager tab.

3. Click on Attach and select one or more baselines or baseline groups to attach to the
object in the Attach Baseline or Group window.

4. Click on Attach to attach the selected baseline and baseline group to the vSphere
object.
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Scanning and remediating vSphere objects

Scanning is the process that can be used to evaluate the vSphere hosts, virtual appliances,
or virtual machines against the patches, extensions, and upgrades included in the attached
baselines and baseline groups. The Update Manager's scan option can be manually initiated
or scheduled to generate compliance information. Baselines and baseline groups must be
attached to the ESX/ESXi hosts, virtual machine, or virtual appliances to generate compliance
information about the ESX host and to view the scan results. You can manually initiate or
schedule the remediation of ESX/ESXi hosts, virtual machines, and virtual appliances. Virtual
machines and appliances can be remediated together.

Getting ready

Using Windows vSphere Client, connect to your vCenter Server.

How to do it...

We will take a look at the step-by-step procedure to initiate and view the scan results along
with the procedure to remediate it.

Perform the following steps for initiating a scan of the ESX/ESXi hosts:

1. Select the Hosts and Clusters view in Windows vSphere Client.

2. Right-click a datacenter, host or cluster and select the option Scan for Updates.
3. Select the types of updates (Patches and Extensions or Upgrades) to scan for.
4. Click on Scan.

Perform the following steps for initiating a scan of virtual machine and virtual appliances:

1. Select VMs and Templates view in the Windows vSphere Client.

2. Right-click on the vSphere objects (a folder of Virtual Machines and appliances,
virtual machine, virtual appliance, or a datacenter) and select Scan for Updates.

3. Select the type of updates (VA upgrades, VM Hardware upgrades, and VMware
Tools upgrades) to scan for.

4. Click on Scan.
Perform the following steps for viewing the compliance information for vSphere objects:

1. Navigate to Home | Inventory in the Windows vSphere Client.

2. Select the type of object (Hosts and Clusters or VMs and Templates) from the
inventory to view the compliance information.

3. View the results of the scan in the Update Manager tab.
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There's more...

Perform the following steps for remediating hosts against patch or extension baseline:

1.
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Select the Hosts and Clusters view in the home page of vSphere Client and click on
the Update Manager tab.

Click on Remediate.

Select the baseline group and baseline to apply in the Remediation Selection wizard
and select the vSphere hosts to remediate and click on Next.

Deselect the specific extensions and patches to exclude them from the remediation
in the Patches and Extensions page and click on Next.

Enter the uniqgue name and description for the task in the task description field.
Select Immediately to begin the remediation process or specify a time to begin the
remediation process and then click on Next.

In the Host Remediation Options page, select one of the following power states from
the drop-down menu under Maintenance Mode Options:

o Do Not Change VM Power State
o Power Off Virtual Machines

o Suspend Virtual Machines

Select the checkbox Disable any removable media devices connected to the virtual
machines on the host. Update Manager does not remediate the vSphere hosts with
the virtual machines connected to floppy or CD/DVD drives.

Select the checkbox Retry entering maintenance mode in case of failure and
specify the Number of Retries value and Retry delay in minutes. Update Manager
waits for the period of retry delay and retries for placing the vSphere host into
maintenance mode.

Select the checkbox under ESXi 5.x Patch Settings to enable Update Manager to
patch powered on PXE booted ESXi hosts, if required, and click on Next:




[Eﬂ Remediate

Host Remediation Dptions

[[=] E3

Specify the maintenance mode options of the remediation task.

Chapter 9

Remediation Selection
Patches and Extensions
Schedule

Host Remediation Options
Cluster Remediation Options
Ready ko Complete

—Maintenance Mode Options:

1. These options also apply ta hosts in clusters,

Befare host remediation, ESX/ES¥i hosts might need to enter maintenance mode. Mirtual machines and virtual appliances must be shuk
down or migrated, To reduce the host remediation downtime, vou can select ta shut down ar suspend the virtual machines and
appliances before remediation From the drop-down menu below,

Power state:

[¥ Disable any removable media devices connected ko the virkual machines on the hast.

Ir2 Retry entering maintenance mode in case of Failure
Retry delay: IS ﬁ lmlnutes :]
Rumber of retries: !3 Eﬁ

—ES¥i 5.x Patch Settings
I Enable patch remediation of powered on PXE booted ESXi hosts

i PE booted ESXi hosts revert to their original state after a reboot. To keep new software and patches on stateless hosts after a
reboat, use a PXE boot image that contains the updates.

< Back | Next = I Cancel

10. To remediate clusters, first you should temporarily disable certain cluster features.

Update Manager automatically re-enables the features after remediation. Select the

checkboxes to configure the following options in the Cluster Remediation Options
page and click on Next:

o Disable Distributed Power Management (DPM) if it is enabled for any of
the selected features.

o Disable Fault Tolerance (FT) if it is enabled. This affects all fault tolerant

virtual machines in the selected clusters.

o Disable High Availability admission control if it is enabled for any of the
selected users.

o Migrate powered off and suspended virtual machines to other hosts in the
cluster, if a host must enter maintenance mode.
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o Enable parallel remediation for the hosts in the selected clusters.

(5 Remediate =]

Cluster Remediation Options

Remediation Selection To remediate clusters, first you should temporarily disable certain cluster Features. Update Manager automatically re-enables the features
Patches and Extensions after remediation.
Schedule

Host Remediation Options
Cluster Remediation Dptic

I Disable Distributed Power Management {DPM] IF it is enabled For any of the selected clusters.
Ready to Complete

™ Disable Fault Tolerance (FT) i it is enabled, This affects all fault tolerant virtual machines in the selected dusters.

4F If youlet Update Manager disable FT when necessary, you should remediate il the hosts in a cluster, so that the hosts remain
consistent. This way FT can be re-enabled after remediation.

Update Manager does not remediate hosts or clusters on which the features remain enabled.

I~ Disable High fivailability admission contrel i it is enabled for any of the selected clusters,

I Enable parallel remediation For the hosts in the selected clusters

& autoratically determine Hie maxmonm
currently remediated hosts in each clustertor [27=]

I~ Migrate powered off and suspendsd virtual machines to other hosts in the duster, i a host must enter maintenance mode.

mher of concurrently remediated hosts in & eluster

€ Lirnit: He ruim

Generate & report of the current configuration and changes during remediation: Gensrate Report I

Help < Back I Next = Cancel

£

11. Review the options selected in the Ready to complete page and click on Finish.

Configuring UMDS

VMware vSphere Update Manager Download Service (UMDS) is a component of Update
Manager. UMDS will download the upgrades for virtual appliances, patch binaries, and patch
metadata. There are many environments in which Update Manager is deployed in a restricted
and secured network which does not communicate to other local networks and the Internet. In
such an environment, UMDS access to the Internet can download upgrades, patch metadata,
and patch binaries. You can export the downloaded upgrades and patches to the location
which is accessible to Update Manager. So those downloads become accessible to the Update
Manager server. UMDS cannot be installed on the Update Manager server.

Getting ready

Log in to the system with Internet access where you want to install UMDS with
administrative credentials. Insert the VMware vCenter Server installation media to the
CD/DVD drive of the system. For other configuration after the installation, log in to the
server where UMDS is installed. Navigate to the directory where UMDS is installed using
the Windows command prompt.
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How to do it...

We will take a look at the step-by-step procedure to install Update Manager Download Service
along with configuration procedures.

Perform the following steps for installing Update Manager Download Service:

1.

© ® N o oA~ w

Insert the VMware vCenter installation DVD into the Windows server to proceed with
the UMDS installation.

Browse towards the umds folder in the DVD and double-click on VMware-UMDS . exe
to start the installer.

Select the language for the installation and click on OK.

Accept the license agreement for the UMDS installation and click on Next.

Select either one of the database options and click on Next.

Select Install a Microsoft SQL Server 2008 R2 Express (for small-scale deployment).
Select Use an existing supported database if you have an existing database server.
Enter the UMDS proxy settings and click on Next.

Select the directories for the Update Manager download service installation and
patch download. Click on Next and then on Change if you want to change to a
different directory.

10. Click on Install to begin the installation.

11. Once the installation is completed, click on Finish.

Perform the following steps for configuring the data to download with Update Manager
Download Service:

1.

Execute the following commands to specify the updates to download:
To configure a download of all host updates and all virtual appliance upgrades, run
the following command:

vmware-umds -S --enable-host --enable-va

To configure a download of all ESXi 5.x updates, and to disable downloading only ESX
4.0 and ESXi 4.0 host updates, run the following commands:

vmware-umds -S --enable-host

vmware-umds -S -d esx-4.0.0 embeddedEsx-4.0.0
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3. To configure a download of all host updates and disable the download of virtual
appliance upgrades, run the following command:

vmware-umds -S --enable-host --disable-va

4. Execute the following command to initiate the download of the selected updates:

vmware-umds -D
5. Execute the following command to export the data:

vmware-umds -E --export-store repository path

» Execute the following command to change the UMDS repository location:
vmware-umds -S --patch-store your new patchstore folder

» Execute the following commands to change the URL addresses of the hosts and
virtual appliances:

o Toadd a URL address for patch download and notifications for ESX/ESXi 4 or
ESXi 5 hosts, run the following command:

vmware-umds -S --add-url https://host URL/index.xml --url-
type HOST

o Toadd a URL address for virtual appliance upgrades, download and run the
following command:

vmware-umds -S --add-url https://virtual appliance URL/
index.xml --url-type VA
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snapshots, virtual machine
consolidating 237
reverting 235, 236
taking 234, 235
SNMP
about 267
configuring, for ESXi host 267
SNMP authentication protocol 268
SNMP settings
configuring 55
configuring, for vCenter Server 269, 270
SNMPv3 traps
configuring, for ESXi host 268, 269
Solid State Disk (SSD) monitoring 103
Space-Efficient Sparse Virtual Disks 102
SSL settings
configuring 57
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Disabled 181
Fully Automated 181
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Storage DRS Runtime Settings
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switch discovery protocol
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switch-over phase 138
Symmetric Multiprocessor (SMP) 206
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assigning, to object 58
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templates 234
Test Management Network 29
timeout settings
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Update Manager
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vCenter Appliance 32, 33
vCenter Windows 32, 33
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Alarm type 274
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275-277
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vCenter Appliance. See VCSA
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vCenter Foundation 6
vCenter Server Essentials 6
vCenter Standard 6
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about 51
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Datacenter object, creating 52
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vCenter maps 60
vCenter Server
SNMP settings, configuring for 269, 270

vCenter Server Essentials 6
vCenter Server settings
configuring 53
vCenter Server settings configuration
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mail settings, configuring 55
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installing 34-39
prerequisites 34
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vCenter Windows 32, 33
vCSA
about 32, 33, 63
configuring 63-67
deploying 63-67
vCSA log file 56
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about 69-81
creating 81
data plane 88
distributed port group, creating 83-86
jumbo frames, enabling on 94
management plane 88
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creating 299, 300
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creating 298
Virtual Infrastructure 60
virtualization
goal 133
virtual machine
about 185
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deploying 186
deploying, vSphere Web Client used 186-191
file types 191, 192
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hard disk, reconfiguring 215, 216
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log files 257
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security settings, configuring 260, 261
snapshot 234
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snapshot, deleting 236
snapshot, reverting 235
snapshot, taking 234, 235
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storage profiles, configuring 126-131
virtual hardware devices 211
virtual machine BIOS
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booting 196, 197
Virtual Machine disk
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Virtual Machine File System (VMFS)
format 101
virtual machine options
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boot options, configuring 230
Fibre channel NPIV options 224
fibre channel NPIV options, configuring 233
general options 223
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Power Management options 223
Power management options,
configuring 228, 229
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Virtual machine advanced option 224
Virtual machine boot option 224
VMware remote console options 223

VMware remote console options,
configuring 226
VMware Tools option 223

Virtual Machine storage profile compliance
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virtual switches, VMware
vDS 69
vSS 69
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VLAN type
None 83
Private VLAN 84
VLAN 83
VLAN trunking 83
vLockstep technology 209
VM anti-affinity rules, SDRS
configuring 183, 184
VMDK anti-affinity rules, SDRS
configuring 182
VMDK (Virtual Machine DISK) 206
VMFS
about 119
managing 120-126
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creating 161
VM-Host affinity rules, DRS
creating, steps 159-161
VMkernel Network Adapter 74
VMkernel port group
about 73
creating 74-76
creating, ESXCLI used 77
working 77
VM monitoring
configuring 170
VM monitoring status, options
Disabled 170
VM and Application Monitoring 170
VM Monitoring Only 170
VM network port group
creating 70-73
deleting 72
SSH commands running, Putty used 73
vSwitch, working 73
Vmnic 70
VM Options tab 228, 261
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virtual machine, preparing for 135, 137
VM-VM affinity rules, DRS
creating, steps 157-159
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VMware ESXi
about 5
deploying 8
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ESXi Embedded 5
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VMware remote console options, virtual ma-
chine 223
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installing, Windows guest operating system
199
VMware Tools option, virtual machine 223
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VMware View 102
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Solid State Disk (SSD) monitoring 103
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VMware vSphere Storage APIs 102
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VMware vSphere VMFS 102
VMware vSphere License 6
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Enhancements 102
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